Generative AI tools based on Large Language Models (LLMs) such as OpenAI’s ChatGPT, and IDEs powered by them such as GitHub Copilot, have demonstrated impressive performance in myriad types of programming tasks. They can often produce syntactically and logically correct code from natural language prompts that rival the performance of high-performing introductory programming students – an ability that has already been shown to extend beyond introductory programming. However, their impact in the classroom goes beyond producing code. For example, they could help level the playing field between students with and without prior experience. Generative AI has been shown to be proficient in not only explaining programming error messages but in repairing broken code, and pair programming might evolve from two students working together into “me and my AI”. On the other hand they could have negative effects. Students could become over-reliant on them and they may open up new divides due to different backgrounds, experience levels and access issues. From the educator perspective, Generative AI has been successful in generating novel exercises and examples including providing correct solutions and functioning test cases. They can be used to assess student work, provide feedback, and have the potential to act as always-available virtual teaching assistants, easing the burden not only on the educator but on their assistants and the broader educational systems where learning takes place. They could even affect student intakes given their prominence in the media and the effect that such forces can have on who chooses to – and who chooses not to – study computing. Given that Generative AI has the potential to reshape introductory programming, it is possible that it will impact the entire computing curriculum, affecting what is taught, when it is taught, how it is taught, and to whom it is taught. However the dust has not yet settled on this matter with some educators embracing Generative AI and others very fearful that the challenges could outweigh the opportunities. Indeed, during this transformation from pre- to post-Generative AI introductory programming, several issues need to be mitigated including those of ethics, bias, academic integrity and broadening participation in computing. In this paper we explore the present realities and the future possibilities in how Generative AI is impacting, and may further impact, introductory programming – the foundation of the computing curriculum – including learning goals/outcomes, assessment, emerging pedagogies, and educational resources.
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1 INTRODUCTION

Generative AI is poised to drastically and fundamentally change education on a level similar to personal computing and the Internet [55]. However, Generative AI is still too new to fully characterize much of the impact, and the speed with which Generative AI is being adopted is genuinely unprecedented.

Given that the impacts of Generative AI are still developing and many angles have yet to be explored, when considering the impact on programming education much conversation is speculative. LLM-powered tools such as OpenAI ChatGPT\(^1\) and GitHub Copilot\(^2\) stand to alter the way that humans program computers and write software.

Research on the intersection of Generative AI and programming education has grown at a great pace yielding many preliminary findings. Unsurprisingly, due to the existing focus on introductory programming much conversation is speculative. LLM-powered tools such as OpenAI ChatGPT\(^1\) and GitHub Copilot\(^2\) stand to alter the way that humans program computers and write software.

Research on the intersection of Generative AI and programming education has grown at a great pace yielding many preliminary findings. Unsurprisingly, due to the existing focus on introductory programming much conversation is speculative. LLM-powered tools such as OpenAI ChatGPT\(^1\) and GitHub Copilot\(^2\) stand to alter the way that humans program computers and write software.

In this context, this paper explores the capabilities and early effects of Generative AI in introductory programming education\(^3\) as well as some possible future implications for teaching and learning programming including impacts on practice and curriculum. This paper is also situated within the context of being part of the Curricular Practices volume of the ACM/IEEE-CS/AAAI Computer Science Curricula 2023\(^4\), the latest installment of a series of Computer Science curricula dating back to 1968 that are typically updated every 10 years. Given that a goal of CS2023 was to create a model curricula that would last until 2033 (something that has proven to be increasingly difficult in modern times) this paper seeks to provide educated considerations on where introductory programming may go – often presenting several paths – which could not be incorporated directly in CS2023. Thus, while grounded in the present, this paper should be read as such (at times speculative) given the fact that the use of Generative AI is nascent, and the pace of development in the capabilities and use of Generative AI in introductory programming. As we are in essence trying to make informed predictions of where introductory programming education may go in the future. Not only might we be incorrect in some aspects, we cannot claim to be exhaustive but aim to be indicative. The main aim is to present likely possibilities and start a wider discussion so that future directions are as planned as possible. As we will discuss, educators do have some control in what directions introductory programming education may take in the future, even under the influence of Generative AI. We argue that this control should be informed and as deliberate as possible. Generative AI presents

\(^{1}\)chat.openai.com
\(^{2}\)github.com/features/copilot
\(^{3}\)In general we focus on the introductory programming sequence (CS1 & CS2). Where we discuss more advanced courses and topics beyond introductory programming we make that clear. Generative AI also has many effects that impact computing and education in general. While not any less important, the depth to which we explore these effects is limited due to the context in which this paper is grounded.

\(^{4}\)csed.acm.org
many challenges and many opportunities [4] – mitigating the challenges and leveraging the opportunities will not happen by chance, but by coordinated effort within the community.

Research on Generative AI in computing education has come recently and increased in frequency drastically in the last year or so. A search of the ACM Digital Library for papers containing “Large Language Models” at conferences sponsored by the ACM Special Interest Group on Computer Science Education (SIGCSE) on November 11, 2023 yielded 37 results (2 from 2022 and the rest from 2023). A similar search for “Generative AI” yielded 11 (an experience report from 2021 and the rest from 2023). Other venues such as ACE and Koli also had examples of early (2022) papers with an increase in 2023. For a comprehensive overview of the Generative AI landscape in computing education (beyond ACM venues) as of late 2023, the reader is referred to an ITiCSE 2023 working group report The Robots are Here: Navigating the Generative AI Revolution in Computing Education [55]. For a recent view on (some) opportunities and challenges the reader is referred to [4]. For a comprehensive report on using Generative AI in introductory programming from day 1, the reader is referred to Learn AI-Assisted Python Programming [54]. Other contemporary accounts of Generative AI research in computing education and introductory programming education are referenced throughout this paper along with more fundamental research in introductory programming – both on topics that are likely to persist, and those that may see drastic change in the near future.

This paper progresses in a sequence that follows the way that many educators approach their courses. We start with learning outcomes/goals in Section 2. Given that assessments measure if or how well these goals have met, we discuss assessment in Section 3. We then move on to classroom practice and emerging pedagogies in Section 4 before discussing Generative AI powered learning tools in Section 5 and using Generative AI to create learning resources in Section 6, both which can support emerging pedagogies. We then approach DEIA and ethical considerations in Section 7 before speculating on the long-term future of introductory programming education in Section 8.

2 LEARNING OUTCOMES/GOALS

As this paper is part of the Curricular Practices volume of the 2023 ACM/IEEE-CS/AAAI Computer Science Curricula 2023 (CS2023) we begin with examining Generative AI in the context of the Software Development Fundamentals (SDF) knowledge area (KA) of CS2023 which presents topics required for learning the basics of programming and software development organized into Knowledge Units (KUs). Here we examine each of these KUs and consider if, where, and how the learning outcomes in the SDF KU might be changed by Generative AI.

2.1 SDF-Fundamentals: Fundamental Programming Concepts and Practices

The topics in this KU range from variables and primitive data types to dealing with exception handling and writing program documentation. To work effectively as software developers, even while using Generative AI, budding programmers still need to master the basic skills of programming. All 11 topics and 14 associated learning outcomes still apply in the face of Generative AI. However, given the time constraints in delivering a curriculum, educators often have to make choices about the level at which each topic is covered. The high likelihood that graduates will be using Generative AI tools in their advanced coursework and their future professional software development careers demands focus on the depth to which these topics are emphasized. In particular, we expect to see future curricula place less focus on details of syntax, particularly for less frequently used functions and APIs. We may see less emphasis on design frameworks since Generative AI can suggest standard solutions for building GUIs (for example) and can efficiently

\[\text{\footnotesize Gamma draft version – the latest available at the time of writing.}\]
guide library function use. Conversely, we will likely see more focus on code reading, tracing, comprehension, and evaluating existing code – including code generated by AI-powered tools and IDEs. The authors of the SDF knowledge area state: “In these learning outcomes, the term Develop means design, write, test and debug”. If these outcomes are met by using Generative AI tools, the writing component will likely have a diminished role in terms of instruction focus and time with the focus and time shifting more towards designing, testing, and debugging. Additionally, the fact that Generative AI almost always produces code without syntax errors, there will likely be less focus placed on syntax, and less time spent by students battling syntax error messages (and educators helping students with them) particularly in the early stages of composing simple programs.

2.2 SDF-ADT: Fundamental Data Structures

This KU includes understanding and selecting appropriate abstract data types based on performance implications. It also covers string processing. These concepts and their associated learning outcomes still apply to programmers who are using Generative AI tools, although perhaps at different levels of depth and granularity. Current LLMs such as ChatGPT can often correctly determine the running time of code fragments and typically generate code that uses data structures that are appropriate for a given problem. Although the need for students to understand the implications of a given choice of data structure will persist, Generative AI can often accurately explain the implications of design choices, potentially shifting student focus in early courses from making choices to evaluating and reasoning about the choices that have been made by such tools.

2.3 SDF-Algorithms: Algorithms

A programmer using Generative AI must understand algorithms and their efficiency in order to select between alternatives proposed by the tool or specify a particular algorithm when asking for help generating code. Currently, introductory programming courses include details of many algorithms such as searching, sorting and traversal along with their analysis, with the goal of using this knowledge as fundamental building blocks for more complex algorithms. As Generative AI tools are capable of writing code to solve many problems at this level, greater emphasis may be placed on knowing about and being able to rationalize and discuss them without necessarily needing to create them from scratch. We may see more emphasis on this topic within our curricula as Generative AI tools facilitate the creation of more complex code faster and with less student effort in that creation.

2.4 SDF-Practices: Software Development Practices

This KU may see the largest potential changes. The first topic, “basic testing including test case design” will likely become even more important. While some introductory programming courses in the past may have opted to minimize their discussion of test case selection, this is a critical skill for evaluating code generated by AI. Similarly, the topic, “specifying functionality of a module in a natural language”, plays a much more important role in software development using AI tools. We wonder if in order to compensate for the extra time now required by these topics, instructors will de-emphasize the tasks in the learning outcome, “Apply basic programming style guidelines to aid readability of programs such as comments, indentation, proper naming of variables, etc.” by allowing students to simply use the automatic features of Generative AI tools to apply style guidelines and provide comments which they are quite adept at doing currently. The fourth topic in this KU is “Use of a general purpose IDE, including its debugger”. We imagine that for some courses where instructors embrace Generative AI (which is currently a reality for many [44, 55] and for which
resources already exist [54]) this topic might be rephrased to say, “Use of a general purpose IDE, including its debugger and built-in AI capabilities”.

2.5 SDF-SEP: Society, Ethics, and the Profession

The fifth KU of SDF is “Society, Ethics, and the Profession” (SEP) which is also a Knowledge Area of its own in CS2023. The learning outcomes of SDF-SEP are:

1. Explain/understand some of the intellectual property issues relating to programs
2. Explain/understand when code developed by others can be used and proper ways of disclosing their use
3. Explain/understand the responsibility of programmers when developing code for an overall solution (which may be developed by a team)
4. Explain/understand one or more codes of conduct applicable to programmers

These learning outcomes are likely to become more important as the use of Generative AI becomes more widespread. Intellectual property issues and Generative AI are – at least at the present – hand in hand, given the fact that most models are trained on code that is often covered by unknown (to the user) licensing\(^6\) demands more time than it currently gets in most introductory programming courses currently. Similarly, considering that code developed when using Generative AI may or may not be considered “one’s own” has a similar effect on disclosing the use of Generative AI tools. Complicating matters, such questions also may be dictated by local policy [55]. These feed into the broader responsibilities of programmers not only in writing code from scratch, or in teams, but in developing code with AI assistance, which also warrants more discussion and awareness of codes of conduct, particularly as they change to adapt to the use of Generative AI.

While these learning outcomes are intended to be specific to SDF, the topics that these learning outcomes are derived from are more broad than SDF and introductory programming. Many of these are also intertwined with policy and codes of conduct. While we address some of these in more detail in the sections that follow, the widely applicable nature of these also demand a more broad treatment than that we seek to provide here. However this does not mean to imply that the importance of such topics is diminished. It is also noteworthy that the use of Generative AI could also lead to new learning outcomes such as identifying and mitigating bias in code generated by AI tools [17], also discussed later.

2.6 Summary

While the traditional learning outcomes presented in the CC2023 Software Development Fundamentals KU will remain relevant for some time, we expect to see substantial changes in prioritization and emphasis. Some of these may be initiated by the teacher but others may develop as the natural focus (often determined by time-on-task) of both teachers and students shift, which largely depends on the capabilities of Generative AI, and how it influences natural behavior. Perhaps the most significant change will be a greater emphasis on communicating about code using natural language both with other humans and with Generative AI tools, given that natural language is a primary means of communicating with these. This will include specifying requirements accurately and precisely, identifying differences between actual and desired output, explaining functional changes that are needed to address edge cases or failed tests, and describing design decisions – including creativity [25]. Many of these are often grouped under the broad term “prompt engineering”. This need for communication is frequently covered in more advanced courses currently, particularly software engineering.

\(^6\)Currently the subject of litigation githubcopilotlitigation.com
but we anticipate such skills being drawn upon earlier in the curriculum as students learn to work with Generative AI tools that are largely driven by natural language.

We acknowledge that prioritization is not without tension. Programming is a skill that needs a substantial amount of time and training, especially when it concerns designing code on a micro-scale, e.g., using idiomatic ways to code actions such as traversing arrays or lists, on the small scale, e.g., defining functions and classes, and at larger scales reaching up to designing class structures, APIs, software architectures, and how to integrate code with existing off-the-shelf components. Educators and curriculum planners need to consider carefully what is considered an appropriate amount of focus on code writing and implementation versus specifying, reading, comprehending, tracing, testing, and debugging code when working with Generative AI tools.

Finally, we note that what are most often implicit curricular components including dispositions including working (well) with others, (meticulously) evaluating code quality, providing (useful) feedback on others’ code, communicating with them (effectively), etc. will likely become more explicit – something that has been called for by many but yet to gain the desired traction [30, 35, 58]. At the same time, competencies – described as the sum of knowledge, skills, and dispositions in the context of a task [30] – requires the learners’ intent and willingness to perform, and many other aspects as learning is related to the whole person (see [57]) including metacognitive skills [56].

We discuss AI-assisted development of learning outcomes/goals in Section 6.4.

3 ASSESSMENT

Assessment is the evaluation of the product of student activity – typically a learning artifact that has a physical or digital representation (e.g., a piece of code, a report, or a diagram). However, the activity assessed may be something more ephemeral such as a presentation or participation in group discussion. Typically, educators use assessment for two main purposes: as feedback to help students in their learning journey (often characterized as formative feedback); and to determine if students have met specified criteria for certification (often characterized as summative feedback). It is our view that Generative AI will have a substantive impact on both of these.

Assessment within a course should support the learning outcomes/goals of the course, a pedagogical concept known as constructive alignment [10]. Considering the previous discussion of learning outcomes/goals, most of those discussed have been traditionally assessed using short tasks that include writing and reading/tracing programs, in some cases writing textual explanations or documents such as explaining concepts or presenting a written program design. On the other hand, some have been assessed only implicitly or not at all, such as the ability to use programming tools or (in many cases) to analyze the problem/task description and identify an adequate problem-solving strategy. The same is (at least presently) true for the evaluation and integration of AI-generated output including code and code snippets [40].

We expect that Generative AI will play an important role in generating educational resources (see Section ??) including materials that are directly used in assessed tasks. For example, different solutions for students to compare and contrast could be automatically generated.

3.1 Formative Assessment

The utility of Generative AI to answer questions and provide information to students provide opportunities for increased and more varied interactions within courses. Although LLMs are not yet capable of providing perfect formative feedback without misleading information for novice learners [41, 51], we anticipate that the classification capability of the LLMs that power Generative AI tools will continue to improve, and they will be able to provide increasingly relevant feedback on a wide range of different tasks that introductory programming students are engaged in.
With time, Generative AI tools will likely explicitly feature in formative assessment, including unsupervised formative assessment which presently is not a common practice. This may come through several possibilities such as improved generative models, the incorporation of other forms of AI models, and via customized models that are trained on data specific to a learner’s context/course. Such tools could provide formative feedback based on material highly relevant to their course context provided by the educator, for instance past solutions checked by a human to be both correct and desired in approach/style/etc. Such approaches could potentially overcome barriers such as scaling issues that work to prevent formative feedback in many contexts presently. Another opportunity is that dispositions, such as being adaptable, and responsible can be addressed via Generative AI tools.

We see relatively few challenges in terms of academic integrity in courses where teachers explicitly allow the use of Generative AI and provide a clear policy (for more see [55]) and where appropriate instruction is provided in terms of what does and does not constitute a violation of academic integrity. However, in cases where the use of AI-generated tools is not permitted, academic integrity becomes more complex, particularly as currently, algorithms and tools to detect AI-generated content are not reliable, as discussed in Section 3.2.1. In many ways this is not very different from the (sometimes over-stretched) comparisons to other technologies that impacted education such as portable calculators. Although disruptive once accessible by many, with time context, policy, and education itself can adapt to deal with such disruption rendering initial confusion and concern to mundane status quo.

3.2 Summative Assessment

There are two main approaches to student tasks that we consider in terms of summative assessment: “secure” assessments, in which students are observed while engaged in a task, and “insecure” assessments, in which educators do not monitor students while they complete a task. For both of these, educators must engage students in discussions about academic integrity, honesty, and the value of ethical behavior.

3.2.1 Insecure Assessment. Insecure summative assessments will continue to be challenging for educators. In order to encourage students to engage in learning with integrity, increased use of activities that involve peers may prove to be a valuable strategy. If students work on assignments in groups they must have the knowledge, skills, and dispositions to discuss artifacts such as programs with their teammates. It is unclear whether this will limit the use of Generative AI or if students will collectively use it to generate team-based solutions, but we hope that encouraging collaboration with classmates will be successful in mitigating the temptation to use Generative AI in ways that violate academic integrity. Although detection of AI-generated content is fraught [29], it remains possible that context-specific detection tools will be sufficiently accurate [23] to be a plausible deterrent for students who may choose to use Generative AI when they are not permitted to do so. However, this remains to be seen and it is likely that current challenges will persist in these cases.

In courses with large numbers of students that are currently assessed using automated processes (such as assignments that are auto-graded), Generative AI poses a particular challenge. Generative AI has been shown to be very capable of completing such tasks at the CS1 and CS2 levels [26, 27]. These tools can assist students in writing code, explaining concepts and code, summarizing the purpose of a specific piece of code, and identifying errors in code. Evaluating how well a final submission reflects students’ performance will be difficult if activities are not completed in a secure environment. However, the fundamental issue at play is often that this is assessing a product, not a process [55]. Although students could be asked to engage in more creative and reflective tasks, solutions to such activities can also be generated using LLMs. Assessing a process – creative, reflective, or otherwise – almost always imposes an increased
burden on educators and systems to grade or oversee such processes. This poses a significant challenge for introductory programming courses, particularly given that these are often the most populated courses in the computing curriculum. It is likely that for those where scale is an issue, the tendency will be to place a greater focus on secure assessments for certification purposes – at least in the short-term.

3.2.2 Secure Assessment. The forms of secure assessment that are viable in a given institution will depend on available resources and as always, scale, and include tasks such as students giving presentations about programming concepts, engaging in code reviews with educators or teaching assistants, and oral exams. These more relational forms of assessment provide opportunities to develop a broad range of dispositions and competencies that are important to computing, including (but not limited to) communicating with others, working in diverse teams, and presenting/communicating results.

Perhaps the most common form of secure assessment is invigilated exams. Although these have historically been completed on paper and bearing relatively little relationship to the authentic programming competencies covered in introductory programming courses. Computer-based exams in which students use an IDE to complete programming tasks in a secure, proctored environment are becoming more common, providing a high degree of constructive alignment with many technical competencies of CS1. However these place unique demands on institutions for suitable testing environments.

Assessment security may also be achieved by monitoring student activity in other ways that may allow greater evaluation of students’ actual competencies [57] in the context of more authentic tasks, instead of focusing on products that indicate technical knowledge alone. Cognitive processes, including understanding the task or problem, preparing or tuning specifications, designing programs, debugging, and testing are some of the crucial programming competencies students should develop. These could potentially be assessed by collecting process data at different levels of granularity, requesting and analyzing partial solutions, or logging the whole process on a micro-scale (e.g., using keylogging within a tailored IDE used on a course, perhaps itself powered by Generative AI either conspicuously or inconspicuously).

Natural challenges here include privacy issues and whether educators can request that students solve tasks within environments that include such logging, instead of using their personal computing facilities that are out of the educator’s control. Ironically this may increase demand for physical space with secure, institutional machines available, a resource that has seen decreasing demand in recent decades due to the pressure to increase teaching space and the proliferation of relatively cheap personal laptop machines [55]. This could be mitigated by secure institutional software environments such as IDEs that require authentication, and other means of identity verification and security, but allow students to use non-institutional hardware. Many other considerations that come with employing such approaches are significant including data use, privacy and policy issues, and the requirement of training software (and the educators that employ it) on how to evaluate such data given that to maintain scalability, such fine-grained data cannot be analyzed by humans without software assistance.

4 EMERGING PEDAGOGIES

As mentioned in Section 3, the concept of Constructive Alignment requires that learning objectives, assessments, and pedagogical instructions are aligned [10]. Therefore, changing learning outcomes and assessment approaches will naturally impact pedagogical practices in introductory programming courses, and new pedagogical approaches are likely to emerge.
Regardless of specific learning objectives, LLMs can be utilized by educators to generate, for example, instructional material, such as new variations of programming assignments or entirely new tasks [59]. Generative AI also allows the creation of practically limitless examples – a common request from students that prior to Generative AI was a time-consuming task. The downside is that LLMs may generate problems that do not match the curriculum or educators’ prior class contents. Therefore, educators should use caution when generating examples, new assignments, and exercises for students, ensuring they align with the course objectives and students’ prior knowledge and experiences [59]. However, it seems likely that educators will, in the near future, use Generative AI more frequently to generate all types of learning and assessment materials to cope with scale, time constraints, and simply for fresh ideas and approaches as well as variations of old ones.

A similar approach is to use Generative AI for the creation of multiple correct and (partially) incorrect code, or solutions that employ different approaches (e.g., iteration vs. recursion, or divide-and-conquer vs. greedy). Educators can use these as a basis for classroom discussions, assignments, etc. Students can, for example, gather in groups to discuss these solutions and review their quality and appropriateness for the problem at hand. As a last step, students may present their assessment in front of others, and receive feedback from the educator, teaching assistant, or their peers. This way, students can practice several skills and demonstrate various dispositions, instead of simply providing evidence of knowledge through what is often simply replication. Generative AI may even be incorporated in such processes. In this case, students could also assess the AI’s capabilities and limitations, and reflect upon them in various ways.

Such an approach could be extended by prompting Generative AI tools to create test cases for an exercise or given code. Students could analyze the generated test cases, whether they are adequate or not, as well as discuss what test cases might be missing, such as edge cases. This can support students’ understanding that testing the “normal” or “obvious” or “expected” cases is not enough, and that testing needs careful planning and diverse thought. Another possible extension is prompting Generative AI to create programs of different design approaches, and discuss the differences with peers or within a team, and argue the advantages and disadvantages of those approaches.

Generative AI can also generate good explanations and comments on given code [32, 42, 50, 59], so that students may find it easier to understand. Novices particularly can benefit from this, as they can receive truly individual feedback on their solutions, regardless of time and place, thereby easing the workload of educators and teaching assistants. This does of course assume that the feedback is relevant and free from concerning bias, etc. If students request hints on next steps, for example, Generative AI tools may be capable of assisting reliably without giving the solution away although at present this would likely require some tuning or other restriction of the tool. Such developments are not unlikely in the future, particularly given the recent release of “GPTs” – custom versions of ChatGPT that combine instructions, extra knowledge, and any combination of skills 7. It has already been shown that Generative AI tools can provide several types of feedback, including knowledge on how to proceed (often including code or code snippets), knowledge about concepts, knowledge about mistakes, knowledge about meta-cognition, and more [41]. Due to this variety of feedback options, educators can design learning activities where students solve problems intentionally with the help of Generative AI. Porter and Zingaro have published a dedicated textbook with examples of such exercises [54]. For example, students can write their own code, ask Generative AI for a solution, and compare the results with their own. Students may also use an iterative improvement loop by continually altering prompts to refine the model output [67]. The potential of such one-on-one style tutoring potential is well-recognized in computing education and education

7openai.com/blog/introducing-gpts
research more widely [5, 11]. It is possible that the Large Language Models that power Generative AI tools will improve to the point where this is a viable reality given the fast pace of development [55]. This may culminate in LLM-powered chatbots to support answering students’ questions in, for example, discussion forums. From there it is a small step to not only virtual teaching assistants, but personal virtual teaching assistants that, provided with student data, could aid in mastery learning and other approaches that are known to be effective but do not scale well when left to humans [5, 11].

However, it should be noted that Generative AI currently, and too often than desired, can provide misleading and biased information for novices asking for feedback on their code [15, 41] (see also Section 7. This is exacerbated by novices’ lack of experience leading them to not identify and deal with buggy, biased or otherwise flawed output, and not adhering to other conditions or task constraints. Copilot, for example, does not provide a rationale for its suggestions [65], so it can be very challenging for novices to fully understand them. In this context, we believe it is important that educators introduce general Generative AI principles and mechanics to students including how it works, its (current) limitations and biases, leading up to how they can be efficiently and effectively utilized. What educators should strive to avoid is good students getting better and better, while others are left behind (the so-called “Matthew effect” [53]).

Letting students explore prompting a solution for an open-ended problem by themselves or with a peer is another emerging pedagogical approach. As a next step, students can reflect on the challenges to produce a working solution, allowing students to become more aware of alternative options that may be fruitful, and discuss requirements and specifications in a way that promotes learning. This is backed by Denny et al. [19] who found that Copilot’s performance is substantially improved when it is prompted with individual problem-solving steps in natural language. Therefore, teaching effective prompting – or prompt engineering – as well as introducing the mechanics of Generative AI tools to students is explicitly encouraged, even though it might become redundant in a few years due to the increasing quality of Generative AI in producing desired output from (often non-optimal) human input, and the fact that it is likely that students will continue to become more familiar with such technology and tools in many contexts. Supporting this, a recent survey has shown that students are slightly ahead of educators in terms of being familiar with using Generative AI for writing code as well as other activities [55]. At the current point in time it seems that at a minimum, acknowledging the existence of Generative AI seems crucial for the design of any new course activity, and likely including how such systems work and how to effectively use them.

While Generative AI can support programming in terms of automating the writing of simple constructs, it seems that soon students will be using Generative AI for working with larger programs from early on (at least, earlier than is currently common) and create, for example, graphical user interfaces with less effort than possible without AI assistance. As a consequence, educators may have the option of having students tackling wider, more complex and realistic project tasks with more open-ended specifications earlier in the curriculum. For this scenario, however, students need to exercise prompting to a good extent and learn how results can be tuned to match more specific outcomes/goals. Educators will need to carefully consider what can be reasonably expected from students at the introductory programming course level, and what the effects downstream in the curriculum will be, particularly in light of the fact that most studies in the area (at least historically) claim that novice programmers have challenges performing to a level that is currently expected [63], although there are indications that this tide was recently turning [9] (or not as bad as it seemed [60]). Perhaps Generative AI can be utilized to continue moving in a positive direction provided educators do not intervene by expecting too much too soon from their AI-assisted students. It is possible that leveraging Generative AI without significantly altering CS1 learning goals may be one such path.
Considering the challenge that students can use Generative AI to generate code that they do not fully understand, one possibility to support their program comprehension is to use the QLC technique (Questions of Learner’s Code). QLCs are questions that are automatically generated on-the-fly based on students’ current submissions, assuming that it compiles and passes automated tests [45, 46]. The questions may inquire, for example, about student understanding of concepts and structures in the code, how variables are used (roles of variables), as well as tracing program execution and inquiring about run time results of the code. QLCs can be in the form of multiple-choice questions with automatically created distractors, or questions which are answered with values or identifying program elements. QLCs combined with Generative AI may thus help students to reflect on whether they have understood their code in a more advanced way than most current practices involve.

5 GENERATIVE AI POWERED LEARNING TOOLS

As learning outcomes/goals and assessments evolve, pedagogical methods must adapt accordingly. While Generative AI is already capable of producing a variety of instructional resources, including personalized learning materials and feedback, we are beginning to see innovative new tools emerge for delivering these resources to students. We anticipate that many novel student-facing tools that are powered by LLMs will be developed over the short-term and that these tools will support new kinds of interactions for learning and competency development. In this section, we highlight several innovative tools that serve as exemplars for Generative AI powered learning, each one showcasing different aspects of how LLMs are being harnessed to improve learning in introductory programming courses.

As students will increasingly be interacting with Generative AI, the ability to formulate effective prompts is an important new skill. Indeed, recent work involving experienced developers has shown that to maximize the potential of Generative AI code tools it is necessary to decompose tasks into small micro-tasks and to refine problem specifications into clear natural language [3, 38]. To target this nascent skill, Denny et al. introduce the concept of a “prompt problem”, in which students solve programming exercises by formulating natural language prompts for code-generating Generative AI tools [20]. Unlike traditional coding exercises that emphasize code writing skills [1], prompt problems shift the focus towards prompt construction, interpretation of code, and evaluation of AI-generated solutions. The authors describe a novel LLM-powered tool, Promptly, for delivering prompt problems [21]. With Promptly, students are presented with a visual representation of a problem that illustrates how input values should be transformed into an output. Students craft a natural language prompt that they believe would guide the tool to generate the code required to solve the problem. The Promptly tool generates the code via an LLM and evaluates it automatically, directing students to refine the prompt iteratively until successful. An empirical study in a first-year Python course revealed that prompt problems engaged students’ computational thinking skills and exposed them to new programming constructs. Some resistance and concerns about possible over-reliance on the tool were observed from students, underscoring the need for careful integration of such an activity into the curriculum. Further work is required to measure the impact of deliberate practice on creating effective prompts for LLMs and on how inclusive this strategy is (it may not appeal to, or be effective for all learners and obviously the tool should be accessible to all) but this work signifies a promising direction for the development of future AI-powered learning tools in introductory programming courses.

New Generative AI tools are also being developed to help manage the significant workload of instructors and teaching assistants in responding to student questions in programming courses. For example, Lifiton et al. describe CodeHelp, which positions itself as a round-the-clock virtual teaching assistant [48]. One innovative aspect of CodeHelp is that it is designed with restrictions, or “guard-rails”, that prevent it from directly revealing solutions which might lead to student over-reliance on model-generated code. Instead, CodeHelp responds primarily in natural language, with some
use of high-level pseudocode, similar to the kind of help that a teaching assistant might be expected to provide a student seeking help. CodeHelp also provides educators with insights into the common difficulties students encounter, helping tailor future instruction. Data from the use of CodeHelp in a first-year course demonstrated that it was well-received by students who especially valued its availability and help with resolving errors. CodeHelp is currently powered by hosted LLMs (an instructor can provide an API key to an available OpenAI model) which means that student questions are sent to a third-party model, raising concerns about data privacy. Recent work looking to address this concern has explored various fine-tuning and retrieval augmented generation approaches using open-source models that can ensure privacy. For example, Hicke et al. show that a combination of techniques can greatly improve the quality of responses produced by open-source models from the LLaMA-2 family [34]. Overall, the use of Generative AI tools signifies an evolving landscape where AI does not replace instructors but complements traditional instructor-led support. We expect that there will be considerable ongoing interest in integrating AI-powered assistance into student-facing tools.

As natural language programming interfaces are beginning to emerge, there is need to scaffold students so that they can use such interfaces effectively. GitHub Copilot chat is a good example of a new kind of programming interface that enables the programmer to ask coding-related questions and receive answers directly within a supported IDE, and insert generated code fragments at the click of a button. It is not necessary for the programmer to leave the interface to navigate documentation or ask questions on help forums such as Stack Overflow which has seen decreased use since the introduction of ChatGPT in November 2022. However, such interfaces are often not designed for novices and it is essential to understand how they will interact with Generative AI-powered programming interfaces. Kazemitabaar et al. describe an innovative tool called Coding Steps which integrates a code editor with embedded Python documentation and a code generator for inserting AI-generated code directly into the editor [39]. The goal of their tool was to support a study exploring how novices utilize AI-code generators to solve programming tasks, and how such use impacts code writing and modification skills. The findings were compelling: participants with AI assistance displayed significantly improved performance in writing code without adversely affecting their ability to manually modify code. Moreover, availability of the AI assistance reduced feelings of stress and improved motivation for programming in the future. Interestingly, learners with prior experience in Scratch demonstrated better retention when they had access to the tool, hinting at the potential benefits of AI code generators for those with foundational programming knowledge.

Another example of work on novel AI programming interfaces is the ChatLogo tool by Chen and Wilensky [14]. Aligning with Papert’s vision of empowering children to learn computational thinking by controlling a robot [52], ChatLogo aims to make programming more accessible by supporting interaction in a mix of programming and natural languages. Built on top of NetLogo, learners can issue standard “turtle” commands or ask for assistance in natural language. The authors express hope for Generative AI to empower children, advocating for a constructionist future in education where learners create meaningful artifacts with computers serving their needs, rather than the other way around.

In the near future we expect to see a large body of work emerge that explores the integration of AI into tools for programming education. As educational technologies continue to evolve, research is essential for understanding how AI can best be integrated into digital tools to support diverse learning outcomes across varying levels of prior knowledge, experience, ability and background.
6 GENERATING EDUCATIONAL RESOURCES

Creating quality educational materials is a complex and time-intensive task. Moreover, personalizing this material for students with specific requirements and different levels of prior knowledge is even more demanding. Although there is a lot of material available to educators, its quality is not always guaranteed and it often needs manual adaptation to work effectively in a specific course context. Educators often create their own materials (e.g., homework exercises, assignments, exams, examples) to have more control and to align it to their course and its learning outcomes/goals. These materials are often only available on closed institutional websites and systems.

Given that generating novel content, such as text, images, and code, (historically) required a significant percentage of educator time, any support that Generative AI can provide could have a welcome and positive impact, freeing educator time for less mechanical and year-on-year repetitive tasks. Such AI-powered content generation is emerging in several fields including computing. Education is an important application area of AI – while educational content creation had been attempted in the past, the rapidly improving capabilities, wide availability, and low (user) cost of Generative AI provides a great range of new possibilities. Moreover, students also have the possibility to easily generate materials for themselves. However, the quality of generated materials should be assessed carefully [18]. In this section we elaborate on current ways in which Generative AI is used to generate educational content for introductory programming courses and describe how we expect this to take flight in the near future.

6.1 Exercises

One of the most common educational resources are exercises. In the ideal scenario, every course iteration would have newly created exercises to keep the content relevant and engaging (e.g., include the latest technologies), as well as to mitigate the temptation for students to copy the exercise answers of students who took a previous course iteration.

There is emerging research that Generative AI can be effectively used to create useful and relevant exercises. Sarsa et al. [59] found that Codex could be used to create novel small programming exercises. In their study, the created exercises included a problem description, sample solution, test cases, and associated keywords (e.g., a theme such as ‘basketball’ and concepts such as ‘loop’). One of the interesting findings was that these exercises could be tailored to different themes such as basketball or cooking, which could potentially make exercises more relevant and engaging for students and also enable the generation of isomorphic examples. This is important particularly as the context of exercises is important for understanding [12] as well as engagement, and could lead to better retention of students [31].

In addition, the programming constructs in the exercises can be easily influenced, making it possible to create exercises targeting specific concepts on demand [59]. This is especially promising considering mastery learning where the goal is to provide students with repeated exercises until they master the current topic before moving on to more advanced ones. Developing assessment to determine the mastery of programming fundamentals has been studied in-depth [49] and using AI to streamline the process would be welcome to educators. A significant downside to mastery learning has been that it requires a large pool of exercises related to each specific concepts being taught, but if exercises can be created using Generative AI on demand, this downside all but vanishes.

While small programming exercises such as those that contain or focus on a single function and involving few concepts can be easily created using Generative AI [22, 59], as noted earlier it remains an open question whether larger programming projects could be created similarly. However, it seems likely that Generative AI could at the very least
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12 A large language model based on GPT-3 with an additional layer of Python code as training data.
support the instructor in creating more complex projects as these can often be decomposed into smaller exercises, which AI is currently capable of creating.

While not yet studied extensively, it seems that Generative AI can also generate larger exercises in which multiple classes are involved, which may include the use of certain design patterns. AI-powered tools could also be used to generate requirements for a programming project, by either providing a target domain (e.g., a game, an online marketplace, or an administrative application) or having the tool come up with an idea (possibly with some direction, such as ‘sports’, or ‘movies’). Educators could also use Generative AI to create code of bad quality, and ask students to point out the issues, propose solutions and/or refactor the flawed code.

6.2 Code Examples and Explanations

Code examples and explanations are a crucial component of learning materials in programming education, as they provide students with practical insights into programming concepts and techniques. However, creating explanatory materials is a time-consuming and often laborious process for educators. To address this challenge, using Generative AI to create code examples and explanations seems very beneficial. By leveraging the capabilities of Generative AI, the workload of instructors could potentially be significantly reduced, while students would gain the benefit of generating explanations on-demand for their own code. This not only aids in understanding complex code structures but also serves as a useful tool for debugging and testing.

A study by Sarsa et al. demonstrated that Codex is capable of generating line-by-line code explanations, with around two thirds of the lines of code were correctly explained [59]. A follow-up study by MacNeil et al. included AI-generated code explanations into an online textbook. Their results suggest that Generative AI can be used to create diverse types of code explanations. These include line-by-line annotations, higher level summaries of code, and lists of concepts found in the code, all of which were rated as useful for learning by students [50]. This variety in explanation types underscores the adaptability of LLMs to different learning needs. Additionally, a study by Leinonen et al. revealed that explanations generated by GPT-3 were rated higher in quality than those created by peers [47]. This finding highlights the potential of LLMs in providing high-quality educational content, possibly surpassing traditional methods such as learnersourcing. Although not old by traditional terms, such studies age faster than might be expected, and such results likely underestimate current capabilities given that the performance of Generative AI on introductory programming problems has increased dramatically in less than a year. For instance the performance of GPT-4 over GPT-3 on introductory programming exam questions is significant [55].

This reflects an overall trend in terms of the quality of content generated by AI. Research comparing the quality of Codex-generated and student-created code examples found that while both were similar in quality, as rated by students, the student-created examples exhibited more variety [18]. This suggests that while Generative AI tools such as Codex can effectively replicate the quality of human-generated code examples, they may lack the creative diversity found in examples crafted by humans. However, repeating such studies with current tools powered by the latest LLMs would likely find improved performance and perhaps an increase in characteristics that humans typically consider to be the result of creativity [16].

6.3 Feedback and Hints

Feedback is considered to be essential for learning as mentioned in Section 3. Novice programmers need feedback on intermediate steps and solutions to programming tasks. Such feedback may take many forms including but not limited to (enhanced) compiler error messages, failed and passed test cases, logical errors, and hints on how to proceed with
the next step towards solving a problem. Automating this feedback, so it can be applied at a large scale and requested by students on demand, has been studied for many decades. Several techniques have been employed to generate this feedback, such as static and dynamic program analysis, program synthesis, and various data-driven techniques. However, the availability of this feedback in programming tools and IDEs has been limited [37] with enhanced programming error messages being a ripe candidate but one that has to-date not seen wide adoption [7]. The emergence of Generative AI as a novel tool for feedback generation has the potential to advance automated programming feedback to a point where scalability is not a significant consideration.

Providing feedback using Generative AI can be accomplished by the educator or the student. By engineering the right prompt, various types of feedback can be generated. A general-purpose system such as ChatGPT can easily provide the complete answer to simple (and increasingly complex) programming problems, however, scaffolding students with the help they need to generate effective feedback (not necessarily a solution) might be a more beneficial route towards successful attainment of learning outcomes/goals.

A few studies have focused on the feedback generation capabilities of Generative AI. Kiesler et al. used ChatGPT to generate feedback on incorrect submissions to programming problems in Python, and analyzed its quality and nature [41]. They found that although the model was able to point out several errors in the submissions, explaining the cause and providing a fix (often by showing the fixed code or a snippet with a correction), the feedback also often contained misleading information. These ‘hallucinations’ [13] might confuse, frustrate, and/or bring the student further away from a solution. It might also be problematic if the context of the programming task was not provided in the prompt, causing the model to make suggestions based on incorrect problem specifications, or suggest code constructs that have not been taught, or are somehow prohibited or undesired. In a similar study, Hellas et al. [32] used Generative AI to generate feedback for the help requests from students in an online programming course. The model often found at least one issue, but not all of them, which was also observed by Kiesler et al. Additionally, the output often included a model solution, even though it was instructed not to do so.

### 6.4 Other Resources

While the preceding subsections examined specific resources such as exercises, code examples and explanations, and feedback and hints, there are other resources that instructors use and create where Generative AI could be a useful tool to support creation. For example, a recent study by Sridhar et al. explored the potential of LLMs in curricular design and the development of learning outcomes/goals [61]. Learning outcomes/goals are fundamental to the structure of educational programs, guiding both the content delivery and assessment strategies as discussed in Section 2. The results of Sridhar et al. suggest that learning objectives generated by GPT-4 were sensible and operated at the appropriate levels of Bloom’s taxonomy.

Another area where Generative AI could offer substantial benefits is in the generation of textual materials, such as textbooks and online resources. While the research specifically focusing on this (at least in computing education) is limited, the constantly increasing capabilities of LLMs suggest a promising future. For instance, LLMs are adept at expanding concise information, such as bullet points, into detailed, full-fledged text (as well as summarizing similar information). In the future this may be valuable for educators who often spend considerable time and effort in creating textual course content such as course-specific textbooks. By automating the expansion of core ideas into detailed and well-structured text, Generative AI could significantly reduce the time and effort required from educators. Similarly, AI could potentially help update existing course content, such as when new versions of technologies (such as programming frameworks and languages) used in courses are incorporated into existing courses. Furthermore, the integration of
image generation models alongside the programming-specific tools we have been discussing, opens up the possibility of creating comprehensive and visually engaging educational materials. Tools such as DALL-E 2\textsuperscript{13} and Midjourney\textsuperscript{14} can be employed to create illustrations, diagrams, and other visual aids that could potentially enhance understanding and retention of complex concepts. The potential for AI to directly create content for lecture slides from course material further underscores their utility in educational content creation. Large corporations are starting to release Generative AI tools incorporated into popular office software suites for purposes such as these, such as Copilot for Microsoft 365\textsuperscript{15}.

Looking ahead, the prospect of generating full lecture videos using a combination of different Generative AI techniques appears increasingly feasible. The current technological landscape of Generative AI tools already offers the capability to create text, images and videos using specialized yet often separate tools, which can include realistic speech synthesis. Combining these technologies, it is conceivable that Generative AI could transform course content, such as a textbooks, into a lecture videos targeting specific concepts. This process could involve an LLM writing a text script based on the specified topic, a speech synthesis model vocalizing the script, and an image or video generation model creating accompanying visual content. This approach could revolutionize the way educational content is developed and delivered, offering highly customized and engaging learning experiences, not only in introductory programming but across all disciplines and courses.

7 DEIA AND ETHICAL CONSIDERATIONS

Generative AI is likely to have profound effects on diversity, equity, inclusion, accessibility (DEIA) as well as ethical considerations. The ethical considerations surrounding the use of Generative AI tools (in programming education alone) are myriad and have been a reason for educators to be concerned about their use \cite{44}. The first, and most obvious, is that students could use these tools in ways that amount to an academic integrity violation. Many have been quick to call this type of cheating “plagiarism.” However, a recent ITiCSE working group report found that using Generative AI tools technically often constitutes either falsification or the use of unauthorized resources \cite{55}. Falsification occurs when a student presents Generative AI work as their own without acknowledging it. Use of unauthorized resources occurs when the course syllabus, specific assignment, or other binding policy has forbidden using Generative AI tools in the manner the student has in fact used them. While the difference may seem pedantic, it actually offers a way forward for educators to talk with students about both the acceptable and unacceptable use of Generative AI tools, and academic integrity policy in general. Considering that introductory programming is most often taken early in a student’s undergraduate career such opportunities have, until recently been scarce and without the context of an engaging topic such as Generative AI, often awkward and difficult to stress the importance of. Similarly, the many other ethical issues that surround Generative AI provide myriad answers to questions that used to be commonplace such as “how (or when) do educators introduce ethical topics into introductory programming courses?”.

Another ethical concern is that students will utilize Generative AI tools without realizing their inherent biases. Large Language Models, like all machine learning tools, are trained on large and minimally filtered datasets and their output simply reflects whatever inherent biases were present in their training data. It seems that even in the era of AI “garbage in, garbage out” holds true. This has resulted in harmful outcomes to minoritized students. High profile incidents in the area of AI include facial recognition software not recognizing African American or transgender faces \cite{43,66}, and Generative AI is far from immune to similar flaws.

\textsuperscript{13}openai.com/dall-e-2
\textsuperscript{14}www.midjourney.com
\textsuperscript{15}adoption.microsoft.com/en-us/copilot
Large language models have already been shown to produce biased code when prompted in seemingly innocuous ways [17]. Figure 1 shows a text prompt and the resulting code provided to GPT-4 demonstrating obvious and unfortunately predictable gender bias.

![Image of code and prompt]

Fig. 1. Text prompt and output from GPT-4 demonstrating obvious gender bias. Some input was intentionally gendered (waitress and fireman) as an 'internal control'. GPT-4 unfortunately categorized both these and non-gendered job titles in a way that reinforces predictable and obvious gender bias. In addition to code, GPT-4 provides a text-based explanation of the code. It is worth noting that the prompt is not entirely un-problematic, and that an ideal answer from GPT-4 might point that out, and answer with something like “these job titles should not be classified according to gender identity as there is nothing keeping anyone from fulfilling any of these jobs”.

There is a clear need to better understand these ethical biases in LLMs and to teach students about them in ethical ways that cannot be relegated to a single course on ethics. If students are using Generative AI to help them write code throughout their education, then education on their biases must begin in CS1 and continue in each course thereafter. Instead of perpetuating biases, students can learn to actively work against them.

Not enough time has passed to determine how Generative AI will affect known issues in computing such diversity, equity, inclusion and accessibility. This too has been a cause for concern among computing educators. It is possible that Generative AI may open an “AI Digital Divide” [44] as it may advantage some groups while disadvantaging others including minoritized students [2, 28]. However, Generative AI could possibly be used for positive effect also, by improving equity and access [44]. If Generative AI can create learning resources, act as a pair programmer, and make virtual, personalized teaching assistants a reality, these tools could (with human intent, guidance, and effort) potentially serve to close many existing gaps [55]. Students who traditionally might fall out of the so-called “CS pipeline”, such as women and other minoritized students who often miss out on the opportunities to clarify questions or seek appropriate
help. If Generative AI tools can give these students access to the help they need without the social and other barriers currently faced, they may be encouraged and persevere at higher rates than currently observed. The potential for Generative AI to increase equity and diversity is exciting, but it remains to be seen if this will be the case. It is certain that Generative AI is not going to achieve such goals without humans improving the underlying technology and using them with intention for good rather than carelessly using them without actively trying to mitigate possible harm. It is notable that ignoring or “banning” Generative AI in some questions may do more harm than good but again this is complex and remains to be seen.

Additionally, not all students have equal access to Generative due to language barriers, or differences in backgrounds, which is crucial to take into account when using Generative AI in education in general. A trivial example is that the best performing models such as GPT-4 Turbo have a financial cost to access. Although research has not yet caught up with the pace of advancement and the proliferation of Generative AI, it is important to ensure that these tools are accessible to all. This goes beyond socio-economic considerations. As only one example, students with limited sight may face unique challenges in using Generative AI tools. Additionally, those from more advantaged backgrounds may come into CS1 with more experience not only in programming but in the use of Generative AI. Such students will be more comfortable and proficient in using these tools for productivity and learning and there is a real risk that those from different backgrounds without such experience will face a larger battle to keep up with their peers. Too often technologies that are in the spotlight are rushed through development and critical aspects such as accessibility are left for later if at all.

Generative AI could also shape student intakes. Given that the media has such a strong effect on who decides to study computing and why [62] and the heavy media coverage that Generative AI has received in the last year, it would be unreasonable to assume that computing degree intakes will not be affected. It is too early to tell if any major shifts in intake in terms of numbers or composition has or will occur, and it may be unclear if any shifts that do occur in the future are due to changed perceptions of computing in light of Generative AI. Regardless, educators and administrators should be aware that it is possible that Generative AI may influence interest in computing degrees and should bear this in mind as new intakes come. This is particularly pertinent in terms of students from non computing disciplines and their demand to take introductory programming courses.

Other considerations for which there is scant empirical research to-date include: how Generative AI may affect the stratification of who takes introductory programming courses and why; and if Generative AI will broaden the scope and diversity of those who need to learn to program, or narrow these because fewer people will need to learn to write code traditionally.

8 WHAT INTRODUCTORY PROGRAMMING MAY LOOK LIKE IN THE (MORE) DISTANT FUTURE

As the capabilities of Generative AI improves in terms of technical programming ability, the need for humans to spend time on those tasks in industry will likely decrease. Human tasks may shift from writing code to reading generated code, making small adjustments, and architecting larger project components while Generative AI handles low-level work. More focus may be placed on problem and project specification, and hopefully on mitigating unintended harms. Whether positive or negative, such changes in industry will surely have more than a ripple effect on the computing curriculum, starting with introductory programming. Furthermore, if AI can readily solve all of the programming problems we would expect a novice to understand, what would be left for the novice programmer to do and learn? These forces – some internal (AI can solve programming problems) and some external (shifting industry needs) – may likely cause introductory programming to look vastly different over the next decade than it did in the decade prior.
Many CS1 courses over the next decade will almost certainly utilize Generative AI from the very beginning. Much like how integrated development environments have become nearly ubiquitous in early programming education, Generative AI will become yet another tool in the learner’s toolbox. It is possible that AI assistance within IDEs becomes as commonplace as spell-checking and autocomplete in natural language text editors making AI programming assistance nearly unavoidable. The recent book by Porter and Zingaro has already started reimagining the introductory programming sequence in the context of Generative AI tools, and their use from day one [54]. With much of the code writing, and particularly mechanical issues like language-specific syntax and cryptic programming error messages either offloaded or rendered essentially non-existent due to Generative AI (at least relative to today’s terms), the novice would be free to learn how code works through code reading, tracing and comprehension, with assistance by way of examples, feedback and explanation being provided by AI tools, possibly in the form of personalized virtual teaching and learning assistants. The interactive nature of many Generative AI tools allows for the novice to ask as many questions as they want, at any time and place they need, without feeling any of the social pressures previously associated with novice help-seeking behaviors. The idea of reading more than writing, and seeking (effective) assistance may be more aligned with the way most humans learn natural language – by reading as much as, if not more than, writing, particularly at the beginning – and not without heavy assistance. Of course the fact that natural language is spoken complicates comparisons with programming [6], but there is little if any research that indicates that writing code from a blank page is the most effective way to learn programming. More than anything learning programming by writing programs is just the way things have been done historically.

Nonetheless, there have been alternative approaches although these have not gained mass adoption. The typical CS1 course in 2023 focuses on having novices write many small programs [1] with types, conditionals, loops, input/output, and perhaps recursion. Syntax-first approaches have been developed [24], in part due to the overwhelmingly numerous ways that novices (without Generative AI assistance) manage to commit syntax errors even in one-line programs [36]. Partially because the many small problems approach encapsulates quite a bit of conceptual and syntactic material to understand, this usually means that the student is not able to write programs that are ultimately very useful (or even realistic, not to mention very interesting or engaging) by the end of their first term. However, the typical CS1 course over the next decade could be one where novices use Generative AI to create useful programs and applications in just one semester. Topics such as AI for Social Good could become commonplace in CS1 due to time freed up by not focusing on syntax so much, and due to the broader applicability of more complicated problems and programs that could fill newly freed time. The CS1 course of the future may have modules on different pieces of an application, or even modules on different applications, with outputs similar to something second or third year students are making in 2023, including more real-world and societal relevance and the engagement and empowerment that comes along with these. This too could make programming more attractive to wider and more diverse students including those who are not computing majors.

Returning to today’s CS1, much has been written and discussed in terms of the kinds of topics that should be included, and how they should be delivered [8]. As much has been said about the various practices that should be included in CS1. However, these practices and many of these topics rarely make it to the CS1 classroom, usually due to time and other real-world (human) constraints. However, with Generative AI freeing novices and their instructors to focus on larger blocks of code or even entire (and more complex) applications, it is possible that instructors will have the time to work new topics into CS1 as well as put into practice the decades of good (and often demonstrated to be effective) techniques that are more often than not left at the conferences and in the journals, and not brought into the classroom. New (to CS1) topics such as ethics, security, code review, and basic time and space algorithmic complexity might become
common CS1 ground. Instead of spending all their time writing code, CS1 students over the next decade will have time to think about the code they're generating and its implications for the humans that will use it. Similarly their instructors will have the time and resources to help more students from more diverse backgrounds attain more authentic, engaging, equitable, inclusive, accessible, and truly effective learning. Generative AI may be one piece to this puzzle. However such noble goals will not become reality unless educators have the desire and put in the effort to make this a reality.

It is also possible that more forms of the introductory programming sequence emerge, beyond starting with the “CS1 for majors” and “CS1 for non-majors” that are common today. In fact, it is worthwhile considering the following question:

Should educators cling to the current and commonly accepted definitions [33] of CS1, CS2, and the introductory programming sequence in general, or should we abandon these widely clung-to and nearly ubiquitous notions altogether?

Might we see the emergence of a new CS1, or a new family of introductory programming courses? Or will the possibilities and demands be such that the existing notions of introductory programming become so dilutated that to think of CS1 as a foundation course – even with many different flavors – makes little sense? Might we see a suite of ‘problem solving with programming’ courses emerge each catering to different groups of learners in different ways? Could we actually see, much to the delight of former US president Barack Obama (and hopefully many others), programming taught just as much as reading (natural language), writing (natural language) and arithmetic? Will we see programming as a basic skill for all become a reality?

Will we see programming courses that don’t require code writing, but code generation in ways that focus on ethics, usability, social implications, human factors, etc.? Skills that would be useful for any and all majors, whose applications may help more users? Might we see future computer science programs split into pathways (starting with their own introductory course, perhaps called “CS1” just for nostalgia) where the focus is on generating and understanding code (such as a CS1-A that requires understanding of code), and those that do not work with code at all (such as a CS1-B which leads to a path that focuses on non-code elements of computing, using AI to complete code-related tasks)? It becomes illustrative to envision different CS1-X courses taken by different groups of students. A small and most certainly non-exhaustive list of such courses follows:

1. Software experts who focus as professionals on developing complex software systems and computing tools (e.g., system software, IDEs, AI-powered tools), and who need to understand in depth what is happening 'under the hood'.
2. Application developers whose focus will be in developing applications for end users, who will use heavily AI tools to support coding, but for whom deep knowledge of what happens on the lower level is less relevant.
3. IT specialists whose main focus is on supporting customer interfaces, who need to know much about software but who do not develop software much – perhaps called conversational programmers.
4. AI specialists whose main focus is data analysis and processing with AI and ML tools and methods.
5. Societal experts whose work is analyzing the complex interactions and impacts that software applications have within the society. These professionals do not code but they need to understand what coding is and what can be done with coding and AI tools. These may be largely from disciplines outside computing.
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(6) End users from other disciplines who need to learn to use AI/ML tools to manage and process their data, to advance their disciplinary achievements and maximize utility and safety for disciplinary specialists from archaeology to zoology including but not limited to business, engineering, law, and medicine.

(7) Creators from all arts who create and leverage programmable (aka endlessly customizable) artifacts, products and services for artistic, entertainment, and enjoyment value of the public as well as experts in any and all manner of human artistic achievement.

Might we even see the end of programming [64]? Surely this would spell the end of CS1. However it would not mean the end of computing or computer science or the impact of programming on the world and society. It just might mean that to harness the power of computing, experts of all disciplines might not have to learn to type alphanumeric characters adhering to strict syntactic rules, starting in a class called CS1, in order to improve their work, art, disciplines and ultimately the lives of humans, and society at large.

9 CONCLUSION

It seems highly likely that introductory programming education will see substantial, if not foundational changes in the near future due to the influence of Generative AI on every aspect, from creating and changing learning goals through assessment, classroom practices, and tools. Generative AI also brings ethical and other concerns and may even reshape the wider computing curriculum and affect the very students that chose to study programming. It may, in the longer-term future, even affect who chooses to teach it.

Some of these changes may be welcome by many, particularly as CS1 has received what many consider to be disproportionate attention in terms of computing education research, despite the fact that in many ways too little has changed over the decades. Languages come and go but truly effective practices that gain large adoption such as pair programming, are rare. Even in 2023 many introductory programming courses start with writing code and never stop to reflect on other ways of engaging with, and learning about, programming. Many courses often start with students writing the same first program. Perhaps this is the beginning of a new era for programming education.

Ultimately, the key to leveraging Generative AI may be less about what it can produce, and more about what it can do for students (and educators), which aligns with what the Artificial Intelligence in Education (AIEd) community has been discussing for years. However, for this to be the case, computing educators need to keep abreast of what Generative AI can and cannot do, and make a concentrated effort to leverage opportunity and benefit, and mitigate challenge and harm.
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