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ABSTRACT
Programming assignments are a common form of assessment in
introductory courses and often require substantial work to com-
plete. Students must therefore plan and manage their time carefully,
especially leading up to published deadlines. Although time man-
agement is an important metacognitive skill that students must
develop, it is rarely taught explicitly. Prior research has explored
various approaches for reducing procrastination and other unpro-
ductive behaviours in students, but these are often ineffective or
impractical in large courses. In this work, we investigate a scalable
intervention that incentivizes students to begin work early. We pro-
vide automatically generated feedback to students who submit their
work-in-progress prior to two fixed deadlines scheduled earlier than
the final deadline for the assignment. Although voluntary, we find
that many students welcome this early feedback and improve the
quality of their work across each iteration. Especially for at-risk
students, who have failed an earlier module in the course, engaging
with the early feedback opportunities results in significantly better
work at the time of final submission.
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1 INTRODUCTION
Programming assignments often require a substantial amount of
work from students, and this may be spread over a number of days
or weeks leading up to a deadline. Time management is therefore a
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very important metacognitive skill for students to develop. In the
programming education literature, a range of activities aimed at
supporting metacognitive and self-regulatory skills have specifi-
cally focused on time management [31]. Despite this, it is known
that many students do not manage their time well and will delay
starting work on an assignment if the deadline is not imminent.
This is a serious problem as it is often difficult for students to judge
how much time it will take them to complete an assignment, par-
ticularly if they need to seek help. There is also clear evidence that
starting work early, and making incremental progress, is strongly
correlated with successful outcomes [9, 25].

As enrolments in programming courses have grown, there has
been an increasing reliance on automated marking for reasons of
efficiency. Automated assessment tools, which provide students
immediate feedback on code they have written, are often used for
small programming tasks [26]. Providing automatically generated
feedback of program correctness for larger programming assign-
ments is also possible, and can help students to fix errors or improve
their submissions prior to a final submission deadline. Such for-
mative re-submissions allow students to learn from their mistakes,
reduce careless errors, and can reduce the anxiety associated with
the act of submitting an assignment [28]. However, allowing stu-
dents to access such formative mechanisms at any time does not
address issues around time management or procrastination.

In this research, we investigate the use of an optional feedback
and re-submission process for an end of course programming as-
signment in an introductory course. The feedback that students
receive is automatically generated enabling this approach to work
at scale. To receive feedback on their work, students submit what
they have completed prior to a scheduled “early feedback” deadline.
The scheduling of these deadlines is designed to encourage students
to start their work early, such that the more progress they make, the
more useful the feedback they receive. The nature of the feedback is
minimal, essentially revealing only the number of functional tests,
across a range of independent tasks, that the submitted code passes.
This limited feedback still helps students to identify the tasks to
which they should allocate their available time, but by not revealing
details about the errors, students are expected to review their own
code carefully.

In this work, we address the following research questions:

RQ1. To what extent do students take advantage of scheduled, but
optional, early feedback opportunities?

RQ2. What relationship exists between receiving early feedback
and subsequent assignment performance?

RQ3. Do at-risk students, who failed a prior module, make use
of the early feedback opportunities and if so, how does this
impact their performance?

https://doi.org/10.1145/3441636.3442309
https://doi.org/10.1145/3441636.3442309
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2 RELATEDWORK
It is generally accepted that providing learners with useful, action-
able feedback is critical for their progression and engagement. In
his best-selling book on teaching in higher education, Ramsden
provides a section on the effect of feedback on performance [32,
p. 1930]. He notes that for feedback to be useful it needs to be timely
and detailed. This presents unique challenges in the computer sci-
ence classroom. As enrolments increase, providing timely feedback
on a large scale can be difficult without the use of automation.
Moreover, novice programmers may lack the knowledge, language
(i.e. technical terminology) and experience needed to interpret de-
tailed feedback. Ramsden also noted that when feedback is delayed,
students do not have sufficient time to learn from it and adjust
their behaviors. It is reasonable therefore to expect that providing
simple feedback, regularly throughout a programming assignment,
should lead to improved learning and better outcomes. But what
kind of feedback is appropriate for novice programmers, and can it
be scheduled to promote positive time management behaviors and
discourage procrastination?

2.1 Feedback and Learning to Program
The earliest, and most common, form of feedback students receive
on their programming is from a compiler or interpreter and relates
to syntax. The error messages provided by such tools are immediate,
but often unhelpful because they are cryptic and difficult for novice
programmers to decipher. As a result, there has been a recent surge
in interest focused on improving the quality and usefulness of such
error messages [2, 11].

One scalable solution for providing feedback on program cor-
rectness is to release unit tests or testing code directly to students.
This approach has been found to afford some benefits, as the feed-
back students receive enables them to write fully compliant and
functionally correct code, helps them focus on code quality, and
increases their confidence in their programming ability [4, 5]. But
for many students unit tests are complicated and unhelpful. In one
study, novice programmers were given unit test code to help them
during programming labs and take-home assignments [37]. At the
end of the course, students were surveyed and although they all
reported using the provided unit test code, some students found
it hard to understand and read, and the resulting error messages
difficult to interpret. This suggests that simpler forms of feedback
may be more appropriate for novices.

Other research has looked at the usefulness of software metrics
[3, 27] as a feedback mechanism. Work in this area also suggests
that students find it difficult to interpret metric-based feedback [27],
and has lead researchers to explore a variety of feedback formats
[24]. Providing convenient and actionable feedback, which is simple
for students to understand, remains an ongoing challenge of great
interest to computing educators [8].

2.2 Automated Feedback
Automated feedback systems, many of which provide a web-based
interface throughwhich code can be uploaded or submitted, provide
convenience for students and the ability to collect fine-grained
process data for instructors and educational researchers [21, 33]. A
wide variety of such systems exist, ranging from practice tools that

provide automatic feedback on small fragments of student-written
code [10, 13, 30], to more sophisticated frameworks designed to
automatically grade large multi-file assignments [14].

A 2010 systematic review of the literature on automated pro-
gramming assessment tools reported that many systems produce
feedback based around test cases that are either automatically gen-
erated or taken from instructor-provided test suites [20]. In general,
automated feedback is viewed positively by programming students
and influences them to put more effort into their work [16]. A re-
view of a range of educational interventions in computer science
classrooms shows significant evidence for the benefits of automated
feedback [35]. In 2018, Keuning et al. published a systematic liter-
ature review on automated feedback for programming exercises
[26]. A total of 101 tools were reviewed and classified according to
the type of feedback they provide. The authors found that contem-
porary tools tend to focus more on test failures and compiler errors
than their earlier counterparts which focused mainly on feedback
related to solution errors. Very few tools provide specific feedback
on how students should proceed, and few existing tools are easily
adaptable by instructors to suit their needs.

In the current study, we adopt an automated approach to pro-
viding feedback to students. Like many existing tools, the feedback
we generate is test-case based, however we only report the total
number of passing tests leaving the work of bug diagnosis and
correction in the hands of the students. One goal of providing this
feedback is to help students produce higher quality solutions. How-
ever, the scheduling of the feedback serves another purpose. By
providing the feedback on a strictly fixed schedule to all students,
rather than immediately when a student submits their work, our
aim is to encourage students to start work early and manage their
time effectively.

2.3 Influencing Positive Work Behaviors
Timemanagement has been identified as one of the primary reasons
that students struggle in their programming courses [36]. Moreover,
procrastination is a common and widely acknowledged problem for
many students [7, 18]. In computer science classrooms, there have
been some deliberate efforts to reduce procrastination behavior
but with limited success. In a study by Edwards et al. [12] com-
paring three interventions, only regular automated email alerts
which included a reminder of upcoming deadlines seemed to have
an effect. In another study by Ilves et al. visualizations targeting
time management were only helpful for low-performing students
and even harmful for performance-oriented students [22]. Novice
programmers, who are typically first year students at university, are
at particular risk. Students initially do not manage their time very
well, and rely on explicit deadlines to control their behaviour rather
than self-regulating their activity. As students progress through
their degree, their time management skills tend to improve [19].

Encouraging students to start work early is well justified. Al-
though some studies involving novice programmers have reported
that the time at which a student starts their assignment has little
effect on their performance [29], there is much more evidence that
starting early has a positive effect [1, 15, 17, 39]. Some instruc-
tors have therefore opted for mandatory activities requiring early
engagement with assignments. For example, Willman et al. [39]
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included mandatory collaborative problem solving sessions and
noted that providing this structure motivated students to start their
assignments early.

Other work has tried to influence student time management in
more subtle ways. Irwin and Edwards explored an ingenious way
of using mobile gaming psychology to encourage better time man-
agement by students when working on programming assignments
[23]. Specifically, they incorporated an energy bar system into their
automated grading framework. Students could submit their work
for feedback, but when they did so they would lose “submission
energy” which took some time to regenerate. This approach was
inspired by how some mobile games limit consumption by their
players. The goal was to encourage students to spread their work
out over time and to avoid procrastination. However, students still
had to recognise for themselves that starting their work late would
limit the number of submissions they couldmake overall. In fact, the
authors found that students made significantly fewer submissions
when compared with historical data, indicating that the energy bar
system actually limited the number of submissions made rather
than simply spreading them out over time. Similarly, the authors
noted that the time at which students began work was only a few
hours earlier on average compared to historical data, and a smaller
difference than was hoped for.

In a similar vein, Spacco and Pugh describe an auto-grading
tool called Marmoset, which allows students to submit their code
which is executed against a set of public test cases [34]. If it passes
these, students can choose to have their code tested using a more
comprehensive set of hidden “release tests”. These release tests
provide very little detail about why a program failed, and students
are encouraged to design their own tests to identify bugs in their
code. The rate at which students can access the release tests is
limited, as a token is consumed which regenerates after 24 hours.
Although the authors do not explicitly state that this is designed to
help students manage their time, it is an implicit incentive.

In the current study we are more explicit – we introduce a fixed
schedule of deadlines which enable students to submit their work
and receive automated feedback on their progress. Although submit-
ting work by these early deadlines is completely voluntary, our goal
is that the perceived value of the feedback and its fixed schedule
will encourage students to engage with the assignment early.

3 METHOD
Our study was conducted in an introductory programming course
for engineers at a mid-sized urban university in Auckland, New
Zealand. There were 978 students in the course which was con-
ducted over twelve teaching weeks and divided into two halves.
The first half introduced students to programming using MATLAB
(weeks 1–6) and the second half provided an introduction to the
C programming language (weeks 7–12). No prior knowledge of
programming was assumed. The assignment which is the subject of
this research is from the second half of the course and was released
at the beginning of week 10 (7th October) with the final submission
due at the end of the course (27th October). The assignment is an
individual take home assignment worth 12% of the overall grade
for the course.

Table 1: Key dates and assignment events.

Event Date & Time Day
Assignment released 7th October 0
Early Feedback (Round 1) 19th October 1:00pm 12
Early Feedback (Round 2) 24th October 7:00am 17
Final Submission 27th October 11:59pm 20

3.1 Assignment Tasks
The assignment, a game inspired by Sokoban [38], was presented
as ten smaller tasks in the context of an overarching larger project.
Each task involved completing part of the functionality for an
ASCII text-based console game called “The Warehouse”. Students
were provided with a source file (project.c) containing the function
declarations that required implementation. A separate source file,
which launched the game and made calls to the required functions,
was provided to students and did not require editing. The individual
tasks, along with the corresponding required functions, are listed
below.
1. int TimeWorked(int minA, int secA, int minB, int secB)
2. int WarehouseAddress(int max)
3. void Advertise(char *words)
4. int WinningBid(int *values, int length)
5. void BoxDesign(char *design, int width, int height)
6. void WorkerRoute(int warehouse[10][10])
7-10. int MakeMove(int warehouse[10][10], char move)

Task 7, the MakeMove() function, implements the basic move-
ment of the player in the Sokoban-style game – that is, allows a
player to move a character and push boxes around a 2D grid. Tasks
8–10 extend task 7 by requiring progressively more complex cases
to be handled by the MakeMove() function, such as adding targets
and pushing multiple boxes in a single turn. The goal of the game
is for the player to move all of the boxes on top of the targets.

3.2 Assignment Feedback Mechanism
Students had approximately twenty days to complete the assign-
ment from the time it was released to the class. Prior to the final
deadline, two additional scheduled deadlines were announced. Both
of these “early” deadlines were optional for students, as they were
ungraded, but they provided an opportunity for students to re-
ceive some early feedback on their progress. The first of these was
roughly half-way between the date the assignment was released
and the final deadline. Table 1 shows the key dates and times.

An online submission tool was used, and students were free
to submit their code (project.c) at any time, and as many times as
they wished. However, no feedback was provided at the time of
submission. Upon making a submission, students only received a
receipt comprised of a basic “confirmation” that their file had been
accepted by the system. At precisely the time of each deadline, the
most recent submission of a student’s source file was automatically
marked using a test program consisting of 200 test cases (20 per
task). Students who had submitted code prior to a deadline would
receive a report by email which showed a total score out of 100
and a score for each task out of 20 (the total number of tests which
passed). If running the code submitted for a task resulted in either
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a time-out (e.g. an infinite loop) or a crash (e.g. an invalid memory
access) it was indicated in the feedback provided to the student
using the code “TIMEOUT-OR-CRASH”. Submissions that failed to
compile were marked as “DID-NOT-COMPILE” and were awarded
a total score of zero. An example of a feedback report provided to a
student is given in Figure 1. For each student, the submission made
closest and prior to the final submission deadline was the one used
to determine their grade for the assignment.

YOUR PERSONAL RESULTS
————————–
– Number of tests passed for each task (out of 20 tests per task):

– Task 1 (/20 tests) = 20
– Task 2 (/20 tests) = 13
– Task 3 (/20 tests) = 20
– Task 4 (/20 tests) = 7
– Task 5 (/20 tests) = TIMEOUT-OR-CRASH
– Task 6 (/20 tests) = 0
– Task 7 (/20 tests) = 0
– Task 8 (/20 tests) = 0
– Task 9 (/20 tests) = 0
– Task 10 (/20 tests) = 0

===============================
Final project mark (/100) = 30
===============================

Figure 1: Feedback provided to a student for the first early
submission deadline (19th October).

3.3 Data
The data we analyse is based on the log files of the assignment
submission system during the C programming module of the course
(Weeks 7–12), and the computed student scores after each feedback
round. We identify “at-risk” students as those who received a failing
score (<50%) in the MATLAB programming module (weeks 1–6),
computed across laboratory, assignment and end of module test
results. These students are at particular risk of failing the course
overall, as the two modules contribute 50% each towards a student’s
final grade in the course.

4 RESULTS
We organise our results into three subsections, one for each of our
research questions. In Section 4.1 we present a summary of student
submission patterns and explore whether students were motivated
by the early feedback deadlines. In Section 4.2 we examine the
relationship between receiving early feedback and performance on
the assignment, and we compare the results of students who took
advantage of one or both of the early feedback rounds with those
who did not. Finally, in Section 4.3 we focus on the at-risk students,
and investigate how the early feedback opportunities impact their
final assignment performance.

We use the term scoring submission (adopted from Edwards et
al. [15]) to refer to a submission by a student that is processed to
generate feedback for either of the two early feedback rounds or
for the final assignment deadline.

Figure 2: Frequency of first submissions by hours in advance
of the final deadline.

Across all three rounds, of the 2,969 submissions made by 952
students 1,954 were scoring submissions.

4.1 Submission Patterns
Table 2 gives, for each feedback round, a summary of the number
and timing of submissions relative to the corresponding deadline.
Submissions made less than one hour after a deadline were counted
as “late submissions” and not included in the earliest and average
submission calculations presented in this table. Most of the late
submissions were committed within five minutes of the deadline
and, in the case of Rounds 1 and 2, all had an existing submission
prior to the deadline. This suggests that the students making these
late submissions may have identified a small error that was quickly
rectified upon receiving feedback, or submitted the wrong file.

Figure 2 provides a histogram of the distance between the time
of all scoring submissions and the final deadline grouped into equal
width bins of one hour.

The red lines show the three submission deadlines (left to right:
Round 1, Round 2, Final deadline). Peaks in activity can be seen
close to each of the deadlines, although note the distinctly differ-
ent patterns of submission for the first and second early feedback
deadlines. These were set at 1:00pm and 7:00am respectively, the
latter seeing much less last-minute activity.

In Round 1, 49% of all students made a submission. Of the 468
scoring submissions made, 26 did not compile and received a mark
of zero. An additional two late submissions were made. The mean
first submission time was 18 hours before the Round 1 deadline and
scoring submissions on average were submitted 15 hours ahead of
the deadline. On average those students who submitted in Round 1
made 1.40 submissions, with 122 students making more than one
submission. The longest time between a first and scoring submission
recorded for an individual student in Round 1 was five days and
three and a half hours. The maximum number of submissions made
by an individual was eight.

In Round 2, 70% of all students made a submission. Of the 670
scoring submissions, 25 failed to compile. In total 1039 submissions
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Event Students Submissions Earliest Average First Submission Average Scoring Submission
Round 1 468 655 7 days 19 hours early 0 days 18 hours early 15 hours 0 minutes early
Round 2 670 1039 5 days 5 hours early 1 day 5 hours early 20 hours 40 minutes early
Final 816 1275 3 days 14 hours early 1 day 4 hours early 21 hours 41 minutes early

Table 2: Submissions relative to deadlines.

were made with 1.6 submissions per student on average. Five stu-
dents had scoring submissions that failed to compile in both Rounds
1 and 2. Of the students who submitted in Round 1, 51 did not make
a submission to Round 2. In this round, 38% of scoring submissions
were from students who had not submitted in Round 1.

For the Final deadline, 1275 submissions were made by 816
students. Of these, 231 students (28%) had not submitted to the
early feedback rounds. Only 13 students (1.6%) of the students
who submitted to the final round made a scoring submission that
failed to compile. These non-compiling solutions were all first time
submissions.

A total of 952 students received a mark for the assignment – that
is, they made at least one submission at some point before the final
deadline.

4.2 Early Feedback and Performance
There is a clear relationship between receiving early feedback and
final performance on the assignment. The average final assignment
mark for students who made their first submission before the first
early feedback deadline was 95.8% (𝑛 = 468, SD=9.3), compared
to 89.8% (𝑛 = 253, SD=14.7) for students who initially submitted
prior to the second early feedback deadline. Students who only
submitted after the Round 2 deadline, and therefore did not receive
any early feedback, earned an average mark for the assignment of
64.3% (𝑛 = 231, SD=29.3). A Kruskal-Wallis rank sum test indicates
there is a statistically significant difference in assignment scores
between these three groups (𝜒2 = 343.68, p < .001).

Twenty four students made a scoring submission to Round 1 of
100%, and of these, only two resubmitted in Round 2 and one in
the final round. Figure 3 shows the time to deadline for scoring
submissions, for all three rounds, with submissions grouped by
grade. A clear trend is observable across each round, where sub-
missions that received a lower grade were more likely to have been
made closer to the deadline. Interestingly, as a result of the early
morning deadline (7:00am) for the second round of feedback, few
submissions were made immediately leading up to the deadline
(hence the “Round 2” boxes are elevated from the x-axis).

4.2.1 Performance by task. Figure 4 shows the average mark by
task (out of the 10 tasks for the assignment) and round for the 318
students who submitted a scoring submission prior to both of the
early rounds and prior to the final deadline. These students, who
received the automated feedback for both of the early feedback
rounds, were able to progressively improve their performance on
every task in the assignment across their three submissions. A
contributing factor to this trend is that students were more likely
to submit incomplete work for the earlier rounds.

Not unsurprisingly, the more difficult the task the more valuable
the early submission feedback appears to be. The students found

Figure 3: Scoring submissions grouped based on grade level
by time of submission, in hours, prior to event deadline.
Grades: A (90-100%); B (65-79%); C (50-64%); D (0-49%).

Figure 4: Average mark by task and round for students who
submitted to all three rounds.

Task 10, as measured by performance, the hardest task. In Round
1 only 57 students (18%) gave a fully correct answer for Task 10
but by Round 2 this figure had increased to 142, and in the final
submission 54% of students gave a fully correct answer for Task 10.

4.2.2 Pathways to completion. Figure 5 illustrates the pathways
through which students moved across the three submission dead-
lines. The students are grouped into three rows (or bands) in the
y-axis based on the mark their submission achieved, while the x-
axis (or columns) represents the three consecutive deadlines. The
circle size is proportional to the number of students making a sub-
mission within that grade band. The lines indicate movement of
students between the various grade bands and rounds, moving left
to right. The line thickness indicates the proportion of students
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Table 3: Assignment performance of “at-risk” students (who
failed prior module), classified by first submission round.

Event 𝑛 Prior module avg. (SD) Assignment avg. (SD)
Round 1 6 39.2% (9.2) 72.7% (27.6)
Round 2 15 40.3% (7.0) 69.5% (26.1)
Final 61 37.9% (8.7) 40.2% (30.1)

making a particular shift. While most students who scored in the
top third continued through to the final submission within that
grade band, a small number were happy with their grade and chose
not to submit at Round 2. All students were required to submit by
the final deadline in order to receive a mark for the assignment. Of
those students whose first submission scored <=33%, 77% were able
to improve on their first submission in Round 2.

4.3 Effects for At-Risk Students
A total of 82 students failed the first course module (Weeks 1–6)
and were therefore classified as “at-risk”. This group of students
achieved an average mark of 38.4% on the first module. Table 3
breaks down this group of students based on the feedback round to
which theymade their first submission, and shows the averagemark
ultimately achieved on the assignment. Amongst this at-risk group,
25% submitted to at least one of the early feedback rounds. There
is no difference in prior module performance for these students
based on the round to which they first submitted (Kruskal-Wallis
𝜒2 = 0.794, p = .672). In contrast, when comparing performance on
the final assignment, students who received at least some feedback
from an early round performed significantly better (Kruskal-Wallis
𝜒2 = 16.392, p < .001).

5 DISCUSSION
With regards to RQ1, there is evidence that the voluntary feedback
opportunities were motivating for many students. Around half of
the students in the course made a submission more than a week
prior to the final assignment deadline, and the submission patterns
in Figure 2 show a distinctive ramping up in activity in the days

Figure 5: Pathways to completion: top third (mark > 66); mid
third (33 < mark <= 66), low third (mark <= 33)

prior to each deadline. This suggests that many students perceived
value in the feedback, and submitted their code earlier than they
otherwise would have. Indeed, several responses by students on the
end of course evaluations indicated the early feedback prompted
them to engage with the assignment, for example:

“I cannot express how helpful for my learning the early sub-
mission feedback was for me. Not only does it give me feedback
when I am all alone without giving any concrete hints, it helped
me stop procrastinating till the last minute”.

In answer to RQ2, the relationship between receiving early feed-
back and subsequent assignment performance was clear – students
who submitted prior to the early feedback deadlines performed
significantly better than students who did not, and the average
score for each assignment task increased from one round to the
next. It is also interesting to note that the 13 students who received
zero for the assignment (as a result of submitting non-compiling
code) did not receive any early feedback.

Finally, with respect to RQ3, at-risk students benefited greatly if
they submitted their work early. The 25% who chose to take advan-
tage of at least one early feedback round were not necessarily the
top performing of the at-risk students, scoring no better overall on
the first course module (see Table 3). However, they scored signifi-
cantly better on the assignment by the time of the final deadline.
This may be a consequence of being prompted to start the assign-
ment earlier, thus getting an initial sense of how much time the
assignment would take them, and how they should allocate their
available time across the tasks.

5.1 Limitations
We make the claim that the early feedback deadlines encouraged
students to start work earlier on their programming assignments.
We see an impact on submission behaviour, with an obvious sharp
increase in activity immediately prior to each deadline. However,
we haven’t directly collected data on when students actually started
work, only on when they submitted their code for feedback.

We also have no data on how students made use of the feedback,
however we suspect that once students passed all of the tests for a
task they would no longer allocate time to working on that task.
In some cases, given the nature of the feedback, it may have been
frustrating for students who failed just one or two tests as they were
not given an indication of which tests failed. We did not investigate
how understandable this simpler feedback is or what challenges
this form of feedback might pose for the students, this is a potential
area for future work.

Finally, there was no feedback generated on code quality, nor did
we analyse any stylistic elements of the submitted code. This may
have resulted in the submission of functionally correct, but poorly
organised code, and future work incorporating some automatic
feedback on code style is warranted [6]. Future work should also
explore the effects of variations in the feedback provided, such as
including details of one or more failing test cases.

6 CONCLUSIONS
In this work we explored the use of optional early feedback dead-
lines, allowing students to receive automated feedback on the cor-
rectness of their code, as a way to promote early engagement with
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a programming assignment. We found that these voluntary feed-
back opportunities were highly motivating for some students, with
half of the class submitting their work more than a week before
the final deadline for grading. In addition, the feedback appears to
have been useful in helping students improve their scores despite
its simple format. Basic feedback about the degree of correctness,
broken down by task to allow for some high-level localisation of
issues, is sufficient for helping most novice programmers improve
their solutions. Finally, like much prior literature on novice pro-
grammers, we find that students who start an assignment early, as
indicated by early scoring submissions, are more likely to receive a
high grade on the assignment.
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