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ABSTRACT
The emergence of publicly accessible large language models (LLMs)
such as ChatGPT poses unprecedented risks of new types of pla-
giarism and cheating where students use LLMs to solve exercises
for them. Detecting this behavior will be a necessary component
in introductory computer science (CS1) courses, and educators
should be well-equipped with detection tools when the need arises.
However, ChatGPT generates code non-deterministically, and thus,
traditional similarity detectorsmight not suffice to detect AI-created
code. In this work, we explore the affordances of Machine Learning
(ML) models for the detection task. We used an openly available
dataset of student programs for CS1 assignments and had ChatGPT
generate code for the same assignments, and then evaluated the per-
formance of both traditional machine learning models and Abstract
Syntax Tree-based (AST-based) deep learning models in detecting
ChatGPT code from student code submissions. Our results suggest
that both traditional machine learning models and AST-based deep
learning models are effective in identifying ChatGPT-generated
code with accuracy above 90%. Since the deployment of such mod-
els requires ML knowledge and resources that are not always acces-
sible to instructors, we also explore the patterns detected by deep
learning models that indicate possible ChatGPT code signatures,
which instructors could possibly use to detect LLM-based cheating
manually. We also explore whether explicitly asking ChatGPT to
impersonate a novice programmer affects the code produced. We
further discuss the potential applications of our proposed models
for enhancing introductory computer science instruction.
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1 INTRODUCTION
Plagiarism is a common problem in introductory programming
courses [3]. Previous work has found, for example, that students
might resort to plagiarism due to struggling [18] and might be
confused about what constitutes plagiarism in programming [6, 27,
28]. In the context of programming, plagiarism can take various
forms, such as copying code from the internet (e.g., StackOverflow),
sharing solutions between students, and contract cheating.

Recently, a new possible type of plagiarism has emerged: us-
ing powerful, LLM-based AI models and tools such as ChatGPT1
and GitHub Copilot2 to create solutions to programming exercises.
While these tools might help professional programmers develop
code more efficiently3 and can be used by instructors to create edu-
cational resources [10, 48], programming educators have raised con-
cerns around potential student over-reliance on these models [5, 9].
Students using such models without attributing the created code
to the model might be considered a new type of plagiarism. Prior
work has found that most introductory programming problems can
be successfully solved by state-of-the-art AI models [8, 15, 43] and
1https://openai.com/blog/chatgpt
2https://github.com/features/copilot
3https://github.blog/2022-09-07-research-quantifying-github-copilots-impact-on-
developer-productivity-and-happiness/
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that this performance is better than the performance of average
students [15, 43]. Similar performance has been observed for more
complex data structures and algorithms-level exercises [16].

Code plagiarism or over-reliance on AI models can be difficult
to detect. Programming plagiarism detection tools that have been
traditionally used in introductory programming courses such as
MOSS4 and JPlag [45] are based on comparing student submissions
to each other. However, recent LLM models can generate many dif-
ferent solutions non-deterministically, so, as prior work has argued
[42], simply including LLM-generated solutions in MOSS or JPlag
may not be sufficient to detect this sort of plagiarism. Some recent
efforts aim to detect AI-generated content using AI models, hoping
to mitigate this challenge [46].

In this work, we study the automatic detection of ChatGPT-
created programs for introductory programming exercises. We use
a publicly available dataset of student-written programs in a CS1
course and use ChatGPT to create programs for the same exer-
cises. This is the continuation of our previous study [24], where
we tried detecting ChatGPT and student code. In this study, we
evaluate different classification methods for identifying code as AI-
generated or student-written. We also compare the structure of the
student-created programs to those created by ChatGPT to analyze
differences between student and ChatGPT code. Finally, we discuss
educational applications for our proposed detection system that go
beyond cheating detection and can serve as a tool for providing
students with formative feedback and timely intervention during
times of struggle. Our research questions (RQs) for this work are:

• RQ1: How well can ChatGPT-created programs be distin-
guished from student-created programs in CS1 courses?
What are the differences between student and ChatGPT-
generated programs?

• RQ2: How do prompts given to ChatGPT impact the simi-
larity of its generated code to student code?

2 RELATEDWORK
Cheating and plagiarism are more common issues in introductory-
level courses than in higher-level courses, i.e., ones attended by
graduate students [51]. Studies have shown that cheating is com-
mon among struggling students, who might engage in it despite
awareness of university policy [50, 51]. This issue is amplified
in online learning where there are more students and less direct
instruction and supervision [7, 26]. In addition to fairness and in-
tegrity, plagiarism is a concern to educators because it can hinder
learning opportunities. From a theoretical perspective, using AI or
online resources may be seen as a form of help-seeking, in which
students use external resources to overcome challenges in their
learning [40, 41]. However, this literature distinguishes between
adaptive help-seeking, in which students use these resources to
further their understanding and support learning, and expedient
help-seeking, where learners use help as a means of avoiding engag-
ing with the problem, which typically inhibits learning [47]. While
LLMs have the potential to substantially support students during
their programming process through offering programming support
such as code explanation, worked examples, and feedback [19, 34–
36, 48], over-reliance on such tools can inhibit students’ learning
4 https://theory.stanford.edu/~aiken/moss/

of foundational programming skills. Students who cheat, simply
put, never learn to do the work.

Some of the most common plagiarism detection tools among
educators are Moss4 and JPlag [45], both of which rely on token
similarity between programs. Kechao et al. [31] have proposed a
plagiarism tool that uses the CloSpan data mining algorithm to
mine comparable code segments, compute program similarities,
and generate a plagiarism report. Experimental results showed im-
proved precision and detection efficiency compared to MOSS, pro-
viding more detailed information and visualizing comparable code
fragments. A more recent plagiarism detection tool uses XGBoost
incremental learning algorithm [25], yielding a high accuracy in
plagiarism detection for academic and software industry scenarios.
However, these models are not equipped to detect LLM-generated
code as LLMs generate code through a stochastic process and can-
not be used as pre-determined references for similarity detection.

Several studies have proposed methods to detect LLM-generated
text. For instance, Mitchell et al. [39] have developed the DetectGPT
tool, which uses probability curvature to detect LLM-generated
text. However, few studies have focused on distinguishing between
human and LLM-generated programs. In this paper, we train deep
learning models to identify LLM-generated code and identify their
unique structural differences when compared to student programs.

3 METHOD
3.1 Dataset
Weuse the student-written code from a publicly available dataset ob-
tained from the CodeWorkout5 platform. The CodeWorkout dataset
contains student code from an introductory programming course
in Java. The dataset covers 50 programming problems. We use the
first 10 problems from the Spring 2019 semester in our experiment.
Uncompilable submissions are removed from the dataset as uncom-
pilable code can not be parsed into Abstract Syntax Trees (ASTs),
which is required by some of the approaches we compare. Incorrect
submissions are also removed from the dataset as we observed
during the ChatGPT code generation phase (Section 3.2) that Chat-
GPT can correctly solve all 10 programming problems. Thus, we
train the models to differentiate correct student vs. correct Chat-
GPT code. The programming problems cover introductory Java
programming concepts, such as methods, variable declaration, data
types, conditionals, strings, etc. Students in this course were given
the problem statement for each assignment with a Java function
prototype. The characteristics of the student-written solutions are
provided in Table 1.

3.2 ChatGPT-Generated Code
A dataset comprising programming code generated by ChatGPT
is created for the purpose of this study. To create this dataset, we
present ChatGPT with the problem statements of the first ten prob-
lems. We used the GUI6 to interact with ChatGPT (March 2023)
since introductory programming students will most likely use the
online ChatGPT GUI, not the GPT API. The ChatGPT prompt con-
sists of: “Solve this problem: [problem statement]. The function
prototype is given: [function prototype]”. We include the prototype
5https://codeworkout.cs.vt.edu/
6https://chat.openai.com/
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Table 1: Dataset properties

Dataset CodeWorkout ChatGPT
Language Java Java
# programs 3162 3000
# problems 10 10
Class 1 0
min code length 4 3
max code length 83 27
mean code length 17 10

since it is given to the students with the problem statement in the
CodeWorkout platform, and we want ChatGPT to have the same in-
formation as students when constructing the solutions. In order to
maintain balance in the dataset, we collect 300 ChatGPT-generated
solutions for each problem, which are used for comparison with the
student code. To generate each instance of a solution to a specific
problem, we regenerate the response of ChatGPT to get different
solutions. The correctness of ChatGPT-generated code is manually
examined to ensure that we only include the correct programs. For
the 10 problems, ChatGPT did not generate any incorrect code.
The characteristics of the ChatGPT-generated code are provided in
Table 1. In the ChatGPT code generation process, we observe that
for small and simple introductory programming problem solutions,
ChatGPT solutions have fewer variations than student submissions.
We discuss this more in Section 5.

3.3 Automatically Distinguishing ChatGPT and
Student Code

We use differentMLmodels to detect the code sources automatically.
We use both traditional ML techniques and recent neural methods
to detect student-written code and ChatGPT-generated code. The
traditional methods include SVM [13, 22] and XGBoost [22, 25].
The more recent methods include code2vec [4], ASTNN [59], and
SANN [23]. Furthermore, as a baseline, we use MOSS to verify if
we can detect ChatGPT-generated code with traditional tools.

We evaluated three state-of-the-art ML code classification mod-
els based on their ability to classify programming code as either
student-written or generated by ChatGPT. code2vec [4] is an
attention-based neural network model designed to learn condensed
vector representations for programming code. It has found appli-
cations in educational contexts, including bug detection, perfor-
mance prediction, and skill representation [52–56]. The model pro-
cesses Abstract Syntax Trees (ASTs) of code snippets and trans-
forms paths between leaf nodes into fixed-length vectors using
an attention mechanism that assigns weights to code structures
and paths according to their significance for the outcome. This
approach highlights significant code structures and paths, aiding
in task understanding. ASTNN [59] is an AST-based Neural Net-
work for code classification tasks. It takes an AST of a code snippet
and generates a structure-based vector representation. It excels in
tasks like code correctness prediction, pattern detection, and clone
identification [14, 17, 37, 57, 59]. ASTNN captures code structure
and is ideal for categorizing code snippets, including distinguishing
between student-written and ChatGPT-generated code. SANN [23]
is also an AST-based model utilizing optimized subtree extraction,

a two-way embedding approach, and an attention mechanism to
represent student code in an effective way. It has shown its effec-
tiveness in student code correctness prediction and detecting code
patterns and algorithms from student submissions [23].

4 EXPERIMENTS
Our experiments are designed to distinguish between student-
written and ChatGPT-generated code. To detect the source of a
program, we perform a binary classification task, where we identify
if a piece of code has been written by a student (class 1) or generated
using ChatGPT (class 0). We trained each model with submissions
from all 10 problems in our dataset. We use accuracy, precision,
recall, and F1-score as the evaluation metrics. Utilizing a variety
of evaluation metrics enables a complete understanding of model
strengths and weaknesses [23, 49].

As a baseline for comparison, we evaluated more traditional ML
models, including SVM and XGBoost. For these models, we used
TF-IDF [21] to represent each program in our dataset as a numeric
vector, where each index of that vector represents the frequency of a
specific token in the given program (e.g., for or double), compared
to its relative frequency across all programs. We used 10-fold cross-
validation within the training dataset to tune the hyperparameters
of the traditional ML models. For SVM, the kernel is set to ‘poly’
from the set {‘linear’, ‘poly’, ‘rbf’}, C to 10 from the set {0.1, 1, 10}.
For XGBoost, we set the value of max_depth to 10 from the set of
{3, 6, 10}, gamma to 1 from the set {1, 5, 9}, and n_estimator to 180.

We performed a manual search to tune the hyperparameters of
the code2vec, ASTNN, and SANNmodels due to the time constraints
associated with performing a grid search on deep learning models.
The dataset is split in a 3:1:1 ratio for training, validating, and
testing. We selected the best hyperparameters using the validating
dataset, while the results were reported on the testing dataset. We
set the embedding size to 128, 128, and 256 from a set of {64, 128,
256} for code2vec, ASTNN, and SANN, respectively. The maximum
epoch is set to 200 with a patience of 50 to prevent overfitting. To
generate the ASTs from the programming code, an open-source
tool called javalang7 is used. javalang provides a lexer and a parser
for the Java programming language.

5 RESULTS
5.1 Code Source Identification
To investigate how well student-written and ChatGPT-generated
code can be distinguished in an introductory programming course
(RQ1), we perform a classification task using the SVM, XGBoost,
code2vec, ASTNN, and SANN models. In the experiments, we ran-
domly selected 60% of the dataset for the training set and 20%
in each of the validation and test sets. The testing results of the
experiment are shown in Table 2.

From Table 2, one can see that all ML models can distinguish
between student-written and ChatGPT-generated code well. All
accuracies and F1 scores are higher than 90%. Table 2 also shows
that deep learning models tend to outperform traditional models,
with SANN performing the best in terms of accuracy, recall, and
F1-score with values of 0.97, 0.97, and 0.97, respectively. This means

7https://github.com/c2nes/javalang

https://github.com/c2nes/javalang


SIGCSE 2024, March 20–23, 2024, Portland, OR, USA Muntasir Hoq et al.

Table 2: Performance comparison of different models

Model Accuracy Precision Recall F1-score
SVM 0.90 0.90 0.90 0.90
XGBoost 0.91 0.91 0.91 0.91
code2vec 0.95 0.95 0.95 0.95
ASTNN 0.92 0.99 0.87 0.92
SANN 0.97 0.97 0.97 0.97

it can identify 97% of ChatGTP-generated code (recall) while only
falsely signaling a student of using ChatGPT 3% of the time (1 -
precision), suggesting the model is likely viable for classroom use.
If higher precision is required, the ASTNN has the highest, with a
value of 0.99, while still catching 87% of ChatGPT code.

In general, the AST-based models perform better than the tra-
ditional ML models in accuracy, precision, recall, and F1-score.
However, the performance of the traditional ML models is compet-
itive compared to the AST-based models, though traditional ML
models deal with code as textual data, whereas AST-based models
try to encode the syntactic and semantic information of the code.
This indicates that there are substantial textual differences between
student-written and ChatGPT-generated code.

5.1.1 MOSS’s Detection of ChatGPT Code. The current state
of practice for plagiarism detection is to use a similarity detection
tool likeMOSS [12]. Therefore, we usedMOSS as a baseline to detect
ChatGPT-generated solutions. MOSS is designed to detect the simi-
larity of solutions (i.e., to detect students copying each others’ code).
Therefore, to use MOSS to detect ChatGPT-generated solutions, an
instructor would need to create a database of ChatGPT-generated
solutions and upload them to MOSS, along with student-submitted
code. If a ChatGPT-generated solution matches a student-submitted
one, it can indicate likely plagiarism. We simulated this by submit-
ting all student- and all ChatGPT-generated solutions to MOSS for
each problem (some of which could represent students submitting
ChatGPT-generated code). With 300 ChatGPT-generated solutions,
MOSS analyzed 300*299/2 = 44850 unique solution pairs for simi-
larity. We set the language to Java and the MOSS similarity score
to 20%8. This threshold is chosen based on the authors’ experience
in integrating MOSS into their CS classrooms.

Our results show that across the 10 problems, a maximum of
350/44850 (< 1%) of the ChatGPT solution pairs had a similarity ratio
above the 20% threshold. This suggests that even if an instructor
uses a large database of ChatGPT solutions to detect plagiarism
with MOSS, the vast majority (99%) of student-submitted ChatGPT-
generated solutions would not be detected as similar to others. This
shows that current tools like MOSS are insufficient for detecting
ChatGPT-generated code.

5.1.2 Exploring Code Structures and Patterns. To understand
why themodels are effective at differentiating student and ChatGPT-
generated code, we analyzed the structural differences between
introductory student code and code generated by ChatGPT us-
ing the ten programming problems. We randomly selected one

8We used a similar threshold for the student-generated code and found it was sufficient
to detect cheating in up to 500 pairs per problem

Figure 1: Student-written solution for caughtSpeeding

Figure 2: ChatGPT-generated solution for caughtSpeeding

instance of student-written code and one instance of ChatGPT-
generated code for each problem. An example solution pair for the
caughtSpeeding problem is given in Figures 1 and 2.

The ChatGPT-generated code demonstrates a distinct set of pat-
terns. The generated code is much more concise than student sub-
missions, with an average length of 10 lines compared to 17 lines
written by students. These code solutions have high code efficiency
and rarely any code duplication compared to student code. We
found several structural differences in the ChatGPT-generated solu-
tions compared to the student-written code: 1) ChatGPT-generated
code frequently employs ternary operators as an alternative to mul-
tiple if-else conditions. This practice allows for more concise and
streamlined code, contributing to its brevity. 2) Unlike students’
code which often assigns a value to a boolean variable before return-
ing it, ChatGPT code directly returns the expression. This approach
eliminates the need for an additional assignment statement, further
enhancing code efficiency. 3) Another common pattern of ChatGPT
code is to assign complex expressions to variables before using
them as conditions in later if-statements, whereas students directly
use the expressions as conditions, often duplicating them across
multiple if-statements. ChatGPT uses a direct return statement fol-
lowing an if-return statement, omitting the need for an else-return
statement that is commonly observed in student code. Generally,
ChatGPT-generated code has simplified the control flow and re-
duced overall code length. These patterns focus on Boolean logic
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Table 3: Average edit distance among various sources

Pairs Edit distance
Student-Student 138.64
Student-ChatGPT 136.20
Student-Impersonate 115.30
Student-Roleplay:novice 114.40
Student-Avoid complications 134.60
Student-Roleplay:introductory 114.30
ChatGPT-ChatGPT 88.30

and conditionals since that was the primary focus of the 10 prob-
lems we analyzed. They likely mirror differences between novice
and expert code, mostly on which ChatGPT was trained.

In summary, analysis of even a small sample of student- and
ChatGPT-written code shows why our ML models were able to dif-
ferentiate the two accurately: ChatGPT writes code like an efficient,
professional programmer, and novices approach programming fun-
damentally different than experts [58], even at the level of brain
activity [33]. These findings were supported by looking further into
the attention weights of the code2vec model and observing that the
most influential features in detecting student versus ChatGPT code
relied on parts of the program that represented these patterns.

5.2 Varying ChatGPT Prompts
Based on our results, ChatGPT-generated code looked very different
from student code. Thus, our next question was whether students
could complicate the detection process by prompting ChatGPT
to impersonate novice students (RQ2). To examine this question,
we conducted a pilot study to explore how and to what degree
student codes are similar to ChatGPT when prompted to mimic
novice programmers. We developed a small dataset that contains 20
programs per four categories of prompts for each problem designed
to mimic novice programmer code (as suggested by [32]). The
prompts used in this study include i) “Act as a novice programmer”
(We will denote this prompt as “impersonate” in the rest of the
paper for brevity), ii) “Write the code as a novice programmer”
(“roleplay: novice”), iii) “Avoid complications while writing the
code” (“avoid complication”), and iv) “Write it as an introductory
programming student” (“roleplay: introductory”) along with the
same problem descriptions used before. For this pilot study, we
analyzed the number of changes in each pair of code from different
sources using the edit distance calculated with the Levenshtein
algorithm to learn the difference between each type of generated
code and use the distance to represent the difference, where a
smaller difference means similar output with different prompts [22].
To calculate the edit distance, we strip off all the code comments as
they do not play a meaningful role in the program structure.

Table 3 presents the average edit distance observed among pro-
grams generated from variants of prompts and student code. We
randomly sampled 20 programs for each problem (from 300 pro-
grams per problem for both student and ChatGPT code) and cal-
culated average edit distances over all 10 problems between all
pairs of student and ChatGPT programs, including the programs
obtained from the prompt variations.

An average edit distance of 138.64 in the student-student code
shows that novice programmers may follow different unique so-
lution paths during problem-solving. Conversely, the ChatGPT
code pairs (using the original prompt without any prompt varia-
tion) exhibit less variation in edit distances with a lower average
(88.30). This aligns with our earlier observations where, for sim-
ple and small introductory programming problems involving basic
concepts, ChatGPT demonstrates reduced variations and produces
technically sound, optimized, and expert-like programs. Similarly,
we observe a higher average edit distance between student code and
ChatGPT code using different prompts, including ChatGPT (using
the original prompt without any prompt variation), impersonate,
roleplay: novice, avoid complications, and roleplay: introductory
pairs. Among these, student-ChatGPT and student-avoid compli-
cations show the highest variation in programs, meaning higher
variation between student code and the ChatGPT-generated code
from different prompts, including the original one.

We further investigated the prompts, including “impersonate”,
“roleplay: novice,” and “roleplay: introductory,” as they show less
variation than the previously mentioned ones. In analyzing these
three prompts, notable differences emerge in the code based on the
complexity of the problems. Larger problems, defined by higher line
numbers (>10), exhibit considerable variation in student-written
programs and ChatGPT-generated solutions. With prompt varia-
tions, ChatGPT produces different solutions compared to the orig-
inal prompt (10% lower edit distance than student-ChatGPT on
average). Nevertheless, these programs remain more optimized and
compact compared to student code, especially in the case of return
statements, avoiding unnecessary else statements and eliminating
unreachable else statements in conditional statements, resulting in
a more expert-like programming style. In contrast, novice program-
mers tend to demonstrate unoptimized programming practices,
which experts and ML detectors may identify by observing these
patterns in the programming structures.

The scenario changes for smaller problems with fewer lines of
code (<10). The solution space for these problems is smaller, leading
to fewer possibilities of variation and, consequently, a lower aver-
age edit distance (20% lower edit distance than student-ChatGPT
on average). Detecting differences becomes more challenging in
such cases, particularly when the code size is very small and Chat-
GPT solutions and student programs may share similar patterns.
However, novice programs still exhibit distinct novice traits that
experts and educators can easily recognize, such as placing values
before variable names in expressions (e.g., 60<=temp), using mul-
tiple if conditions instead of else-if conditions, and other patterns
mentioned earlier. These traits can help differentiate novice-written
code from ChatGPT-generated solutions.

In short, larger problems show more variation in student and
ChatGPT solutions with or without prompt variation, with Chat-
GPT producing optimized and compact code. In smaller problems,
where solution space and variation in code are limited, distinguish-
ing between ChatGPT and student solutions can be challenging, but
novice traits in student code are still likely identifiable by educators.
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6 DISCUSSION
The emergence of advanced AI tools brings ample opportunities for
CS education. However, it can also cause adverse effects, especially
in introductory programming classrooms, as students might use
these tools to generate homework solutions without understanding
the generated code. In this paper, we conduct an exploratory study
to show that there are patterns in ChatGPT-generated code that
both machine learning models and computing education practi-
tioners may be able to use for detecting AI-generated codes. Based
on our results, ML-based methods can detect ChatGPT-generated
code submissions for a set of relatively simple problems with high
accuracy (97%). The ChatGPT code submissions share patterns that
human instructors could identify, such as using more advanced
programming constructs than the typical student would use. Our
results demonstrated that code generated by directly prompting
ChatGPT for a solution can be effortlessly detected by 1) data-driven
code analysis approaches and 2) instructor inspections. However,
most of the features that can be used to detect ChatGPT-generated
code rely on that code using advanced concepts, so the accuracy
in detecting LLM code might be lower in more advanced courses
where students are expected to write more optimized code.

We further explored situations where code is generated with
different prompts inspired by [32]. We found that even if students
attempt to make simple modifications to the prompts for ChatGPT
to generate code that mimics novice programming code, the code
generated is still distinguishable from students’ own written code.
For example, when we tried to add the sentence “Write the code
as a novice programmer”, or “Act as a novice programmer while
programming”, etc., the generated code is still structurally differ-
ent from actual students’ programming code (e.g., the ChatGPT-
generated code still uses ternary operators). While more systematic
experiments are required to validate these findings, the preliminary
results suggest that our findings on detecting the AI-generated code
remain promising across different prompts.

Teaching and Learning Implications: Identifying code gener-
ated by ChatGPT offers various advantages for CS Education. For
instance, it enables instructors to intervene when the utilization
of generative AI programming tools is deemed to hinder learn-
ing. Data-driven plagiarism detection methods have a limitation:
the evidence that can be presented to students showing that they
committed cheating is not as compelling due to the variations in
ChatGPT-generated codes. However, cheating detection does not
necessarily need to be the sole end goal for data-driven detection
tools. In fact, the alarm systems can serve as formative feedback
systems [11, 29]. For example, a highly accurate detection system
can be integrated into students’ submission system to prevent stu-
dents from submitting possibly AI-generated source code until they
have made substantial changes that ensure a proper understanding
of the code being submitted. Alternatively, the system can prompt
the student to reflect on the submitted code to assess their code
comprehension and code generation skills. Moreover, since possible
cheating students may face challenges in learning [18], the system
could also serve as a detector of learning difficulty, and students
who trigger the alarms frequently could be targeted by possible
support interventions to learn related concepts.

Pedagogical Implications: Generative AI as a tool will expand
in the foreseeable future. Schools and teachers should teach students
how to use AI ethically and efficiently. AI-based tools are double-
edged swords: they can be over-relied on but might help students
learn concepts [1, 2, 20]. It remains an open question when and
how [38] students should seek help from AI-driven tools.

Limitations: One main limitation of this study is that we used
a small subset of the original CodeWorkout dataset for ChatGPT-
generated code (10 problems). They mainly focus on the usage of
conditionals and are relatively simple and straightforward, and
are limited in the variety of possible code structures. Future work
should conduct an evaluation of more complex problems, such as
ones involving a combination of loops or array structures. In addi-
tion, one assumption in our current research is that novice students
have access to and know how to use ChatGPT to generate code.
While there is little existing research (see e.g. [30, 44] for some
preliminary results) systematically investigating how students in-
teract with generative AI tools, such as ChatGPT, students may not
know how to manipulate the prompts or do not have the ability
to work with such tools. Moreover, what type of use of generative
AI constitutes plagiarism is an open discussion. For example, most
instructors likely consider the case presented in this paper as plagia-
rism, where students would directly query ChatGPT to provide an
answer to a programming exercise. The situation is more complex
if students use ChatGPT to receive intermittent help while conduct-
ing problem-solving, however. For example, ChatGPT can be used
to debug code and to explain code [34–36], and it is unclear if these
use cases should be disallowed. Finally, this work only includes
cheat detection models that have not yet been incorporated into
live classes, which could be a future research direction.

7 CONCLUSION
In this paper, we introduced an automatedMLmethod to detect code
generated by ChatGPT in an introductory programming course. Our
results suggest that machine learning methods are able to detect
such AI code with a high performance (97% accuracy by SANN)
in our dataset, which marks an important step towards exposing
ChatGPT-generated code in CS1 courses. We further suggested
patterns commonly occurring in ChatGPT-generated code that
instructors can identify. We also found that possible variations in
prompts will not cause large changes to these patterns. We further
discussed possible applications of code source detection tools to
improve introductory computer science education.
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