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Abstract
Generative AI tools, like GitHub Copilot, are becoming an industry
standard by offering real-time code suggestions that streamline the
coding process. Although these systems improve productivity, they
also introduce pedagogical challenges. Students may become overly
reliant on AI-generated code suggestions, accepting them without
critical thought, potentially reducing their ability to engagewith the
underlying logic of the code. We developed an interactive quiz sys-
tem within a simulated IDE environment designed to help students
think critically about autogenerated code suggestions. Instructors
use the tool to create contextualized coding quizzes that present
multiple code suggestions at each line. Students must choose the
correct option to move on to the next step. Survey responses sug-
gest that this approach could promote critical thinking and scaffold
metacognitive skills like planning and reflection. Students reported
that the system helped them distinguish between good and bad
suggestions. Most students preferred this experience to traditional
quizzes or Github Copilot. These findings show the potential to
scaffold more critical use of generative AI coding tools.
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1 Introduction
Programming is not just a technical skill but a powerful vehicle for
developing problem-solving and critical thinking skills that are fun-
damental to computing education [31, 36]. However, the successful
development of these skills is challenged by the growing preva-
lence of AI-powered auto-completion tools, such as GitHub Copilot
[1, 6, 40]. While these tools can accelerate coding tasks and reduce
syntax errors, they can also lead to negative interaction patterns
when students fail to critically evaluate AI-generated suggestions
[27]. For example, students may develop an over-reliance on AI sug-
gestions leading to an ‘illusion of competence’ [28]. When students
blindly accept amodel output that is logically flawed, they can be led
down a wrong path that results in unproductive debugging cycles.
In addition, frequent interruptions from auto-suggestions can be
distracting for novices [28]. We hypothesize that these challenges
can be addressed by teaching students how to read and critically
evaluate AI-generated code suggestions.

A classic approach for scaffolding code writing involves students
constructing programs by selecting fragments of code from a set of
fixed choices. Parsons problems [10, 11] and block-based program-
ming [3, 39] are both popular and widely studied examples in this
category, differing in the level of flexibility provided in the choices.
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However, both are static in the sense that the options available to
students are predetermined. In contrast, AI code-suggestion tools
are dynamic and they can generate next-line suggestions based
on the current context. To scaffold the use of these tools, one po-
tential approach is to present students at each line of code with
dynamically generated options—both correct and incorrect—based
on the partial program constructed so far. Essentially, a student
would build a program by answering a multiple-choice question for
each line of code by evaluating the options available at each step.
Unlike a Parsons problem with pre-defined distractors [34], our
proposed approach has the potential to support a less constrained
exploration of the solution space, and the possibility for different
students to explore different pathways.

In this work, we introduce an Autocompletion Quiz tool which
was designed to teach students critical thinking about code while
using Copilot-based suggestions. Our work draws from Minsky’s
concept of negative expertise [22] by leveraging the educational ben-
efits of understanding common pitfalls and ineffective strategies.
By presenting contextualized suggestions [12] in a multiple-choice
format, the tool encourages students to engage with both correct
suggestions and problematic ones which are rooted in common
coding misconceptions [29]. This aligns with the idea that exposing
students to incorrect patterns helps them build the skills needed to
identify and avoid them when using AI tools that offer code sug-
gestions. Our analysis focuses on the following research questions:

RQ1: How did students interact with the autocompletion quiz
tool?

RQ2: How do students describe their experiences using the auto-
completion quiz tool?

We make the following contributions in this paper: 1) a novel
programming practice format designed to promote critical think-
ing and 2) empirical insights into students’ interactions with the
autocompletion quiz tool. As future work, we intend to evaluate
the impacts of this approach on student learning outcomes, and
explore the benefits of different variants of the tool.

2 The Pitfalls of Generative AI
Generative AI has become increasingly common in computing
education, which has led researchers to investigate the potential
impacts on teaching and learning. While many benefits have been
identified, concerns have also been raised about how effectively
these models can solve problems at the CS1 and CS2 levels [13, 32],
Parsons problems [16, 30], and graph and tree data structure tasks
using only image-based inputs [15]. This has led some instructors
to share concerns about students relying on AI-generated code
they do not understand and becoming overly dependent on these
tools [2, 8, 18, 25, 41].

Recent studies suggest that the benefit of generative AI tools
depends heavily on their design and instructional context of use. A
recent working group by Prather et al. [26] found that incorporating
generative AI into teaching can positively impact tasks like code
comprehension, especially for custom-built AI tools that feature
pedagogical guardrails. However, for code-writing tasks, results
have been mixed, especially when students use industry-grade tools
like GitHub Copilot without explicit training.

Generative AI appears to benefit high-performing students dis-
proportionately [21]. Advanced students can use these tools to
accelerate their learning, while novice programmers face metacog-
nitive challenges that widen the gap between skill levels [28]. This
is because novice programmers struggle to effectively use genera-
tive AI tools. For example, they may have trouble understanding
code generated by the model [27], and models may lead them down
‘debugging rabbit holes’ [38]. Usage patterns are similarly uneven
with some students using AI tools daily, while others avoid them en-
tirely [17]. This bimodal distribution risks creating a digital divide
reminiscent of the early personal computer era [41].

The uneven use of generative AI along with the potential neg-
ative impacts on cogntive and metacognitive processes requires
more intentional pedagogy and tools to help students use AI more
effectively. As an example, Prompt Problems teaches students to
prompt by generating code based on their prompt and automati-
cally evaluating it against a test case [7]. Instead, our work focuses
more on code comprehension by introducing a novel quiz system
designed to give students practice evaluating AI-generated code
suggestions. By scaffolding evaluation skills, our goal is to prepare
students to use generative AI tools like GitHub Copilot effectively
and improve their ability to assess the usefulness and correctness
of code suggestions.

3 System Overview
The Autocompletion Quiz system introduces a novel programming
practice format, designed to promote critical engagement with
AI systems. By leveraging the concept of negative expertise [22],
the system challenges students to distinguish between good and
bad AI suggestions. The system provides an interface to generate
quizzes so that instructors can use an LLM to generate distractors
or write their own. Figure 1 provides an overview of the system’s
user interface. In our study, an LLM was used to generate all of
the distractors to ensure that distractors were the same for every
student in the study.

3.1 Design Rationale
3.1.1 ProgressiveQuiz Format. The quiz adopts a progressive, step-
by-step format in which students need to select the intended sug-
gestion from two distractors for each line of code, and each line
builds on prior choices. The design was inspired by Donald Schön’s
concepts of reflection-in-action (critical thinking on current options)
and reflection-on-action (evaluating previous decisions) [33] with
the goal to have students engage with the current suggestions and
their prior code. Although the correct options were predefined
by the instructor in this study, the system also has the ability to
generate them dynamically using an LLM.

3.1.2 Fostering Negative Expertise. Negative expertise [22] is a
pedagogical approach students critically engage with incorrect or
suboptimal strategies to enable them to better recognize and avoid
them. Our quiz leverages this principle by presenting students
with plausible but flawed suggestions (i.e.: distractors) alongside
an ideal suggestion. To maximize ecological validity, the distractor
options were generated using a LLM, following methods inspired
by recent work [20] and aligned with prior research that used LLMs
to generate correct answers and distractors [9, 23, 37].
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Figure 1: System Overview: An illustration of the key components and workflow of the Autocompletion Quiz system.

These distractors are not strictly ‘incorrect’ as most code sugges-
tions could still produce correct outputs through later corrections.
For example, initializing an accumulator variable with a value other
than zero, such as one, is generally a poor practice, but the issue can
be resolved by decrementing the value later. To reflect this, we dis-
tinguish between good suggestions, which represent the intended
ideal approach, and bad suggestions, which are the distractors.

3.1.3 Ecologically Valid Visual Design. To increase authenticity
and knowledge transfer, the system was designed to mimic the
visual appearance of a standard integrated development environ-
ment (IDE). This design choice, grounded in the theory of situated
cognition and transfer learning [5], places students into an envi-
ronment that replicates real-world programming workflows. By
simulating the experience of receiving suggestions from tools like
GitHub Copilot, the system was designed to improve ecological
validity and increase the likelihood that the skills acquired during
practice will transfer when students interact with Github Copilot.

4 Methods
To evaluate our novel interactive system, we conducted a user
study with 32 computing students at a research university in the
Southwestern United States. We collected log data based on their
interactions and participants also completed a summative survey
about their experiences and ideas for new features.

4.1 Participants
Participants (𝑛 = 32) were all in their first programming course.
This CS1 course integrated generative AI from the beginning, in-
cluding utilization in lectures for writing code (GitHub Copilot)
and debugging (ChatGPT). Students were given traditional write

code questions for homework, but received no credit for them. In-
stead, weekly quizzes were given in class on paper consisting of
three code tracing problems almost exactly like the solutions for
the homework plus one write code question.

Although 32 students participated in our study, only 29 com-
pleted the demographic survey. Twenty-one participants identified
as men, eight identified as women, and no participants identified
as non-binary or another gender. Twenty-seven students were ages
18-22, the typical age of university students in the United States,
while two were older. Four were international students. Racial di-
versity reported was 17 Caucasian, 7 Hispanic, 4 Black, and 2 Asian.
Fourteen students were Computer Science majors while the rest
were from other STEM disciplines. Fifteen students reported that
they had taken programming in high school.

This research was approved by the university IRB and all partic-
ipants signed a consent form to participate voluntarily.

4.2 Procedure
Students were provided some instruction about what to expect in
the activity and then provided a link to the tool. Although par-
ticipants were allowed to use the entire 50-minute class period
to complete the quiz and submit the post-assessment survey, all
finished before the end of the class session.

4.2.1 Survey Questions. In a post-activity survey, we asked two
Likert questions (seen in Figure 2), and these open-ended questions:

• Can you please share your overall experience during this
learning activity, including what went well and did not?

• During this learning activity, the lines were presented one-
by-one, please share your experience with reading each line
and choosing the correct one.
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Figure 2: Likert responses from participants.

• Can you compare this learning activity to a traditional quiz,
what aspects are better and which are worse?

• Can you compare this learning activity to writing code with
Github Copilot, what aspects are better andwhich are worse?

• As we continue to improve this tool, what do you think are
the pros and cons of making each line timed to simulate the
speed of using Github Copilot?

• As we continue to improve this tool, what do you think are
the pros and cons of suggesting multiple lines of code at a
time versus just a single line?

• What other ideas do you have for improving this tool?

4.3 Analysis
Given the relative novelty of our approach, there was no obvious
comparable baseline to use in a between-subjects study. Instead,
we conducted a qualitative analyses to understand students’ ex-
periences with the tool. We also report descriptive statistics to
contextualize their experiences.

A single researcher analyzed the students’ responses to open
response questions using a reflexive thematic analysis [4], starting
by open coding [35] each response. Each question was first analyzed
independently to identify patterns related to that specific question.
Themes were then developedwithin individual questions and across
questions when appropriate to identify broader patterns. Themes
were iteratively reviewed and refined multiple times to ensure that
they represented the perspectives of participants and that they
were meaningful from a research perspective. In the results section,
themes are presented with representative quotes to contextualize
the findings and to ground them in participants’ voices.

5 Results
5.1 RQ1: Student Interactions with the Tool
5.1.1 Completion Times and Distractors. All 32 participants were
able to reach the end of the task, i.e. respond to ‘line 38.’ The mean
time for completing the whole quiz was 7:33 and ranged from 4:30
to 11:30. Given the problem description shown to students and the
way programs are constructed (e.g. declaring variables near the
beginning), we anticipated that some lines would be more complex,
and therefore more difficult, than others. Although students clicked
distractors on 24 of the program’s 38 lines (see Table 1), most of
those were only done by a few participants. Furthermore, the num-
ber of students who picked a second distractor usually dropped
precipitously, often going to zero. This was true for most lines.

Some distractors were simple mistakes, such as a distractor with
angle brackets facing the wrong direction on line 11: “cout »
input;” rather than “cout « input;”. Other distractors were

more difficult to ascertain, such as line the iteration control flow
on line 10 where 19 participants initially chose a distractor. The
intended answer was “while(numElements < 100)”, but one dis-
tractor was “while(numElements <= 100)” and the other distrac-
tor was “for(int i=0; i<100; i++)”. Although possible to use
a for loop as suggested, students had been taught in the class to use
while loops with indefinite tasks and for loops with definite tasks.
It therefore made a more subtle but still appropriate distractor. For
this line, 12 participants chose a second distractor.

5.1.2 Students’ Responses to Likert Questions. The students re-
sponded to two Likert questions along a 5-point scale from Strongly
Disagree to Strongly Agree. As shown in Figure 2, the responses to
both questions were unaminously neutral to positive, with one ex-
ception. This provides promising initial evidence that this approach
might be well received by students.

5.2 RQ2: Students’ Experiences and Perceptions
Aligning with the Likert responses, students were extremely pos-
itive about their experiences using the tool in the open-response
questions. Students emphasized benefits such as supporting critical
thinking, focusing their attention, and supporting the metacogni-
tive processes of planning and reflection. We present these themes
in the following subsections.

5.2.1 Directing Attention to Key Code Variations. Students fre-
quently described how the tool guided their attention toward subtle
but important variations in code. By presenting multiple options
for each line, students were encouraged to analyze these differences
and evaluate which choice was ideal. One student explained:

“I felt overall it was just a very helpful learning tool
to learn how to differentiate slight differences in
code that can cause big problems later.” (P18)

This careful comparison of slight differences aligns with the
variation theory, in which key variations between exemplars (i.e.:
learning objects) can support learning [14]. This careful evaluation
of minor variations has benefits, but students also expressed facing
difficulties when unfamiliar variations were presented. For example,
another student remarked,

“I was able to solve the next step by looking at my option
and thinking of the minor differences of each one... I did
get some wrong just because I did not know what some
things meant.” (P14)

Beyond attention to the suggestions, a few students talked about
how the tool encouraged them to ‘slow down’ and to pay closer
attention. For example, one of the students shared,

“It helped me to slow down and carefully think
before moving on. Usually I just sort of speed through
some of the lines and take time to think about others...
some lines threw me off in this quiz, but I think it was
because I actually had to pay full attention to it rather
than just use muscle memory typing.” (P18)

Finally, in two cases, students identified instances where multiple
options might be ‘correct’ at the same time. Both claimed that this
forced them to consider efficiency and other aspects. For example,
P8 described this experience:
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Line Number 3 5 6 7 8 10 11 12 15 16 18 19 21 22 23 24 25 26 29 30 31 35 36 38
Clicked first distractor 2 2 2 10 3 19 9 1 8 1 3 5 8 13 9 8 4 9 16 13 1 6 14 7
Clicked second distractor 0 0 0 5 0 12 1 1 1 0 0 0 0 5 1 0 0 3 0 6 0 1 1 4

Table 1: The number of participants who selected distractors as their first and second choices, organized by line number. Some
line numbers are excluded because they correspond to comments or blank lines, which were included to improve readability.

“There were a few problems where it felt like it could be
either of two answers, but looking back, one was almost
always more efficient, even though both could work.”

While for the majority of students the tool encouraged them to
slow down and attend to the code and to minor variations between
the suggestions, at least two students struggled with this task.

5.2.2 Reflecting on Prior Code. Another theme identified in the
analysis was that the tool appeared to foster a reflective practice,
with students frequently revisiting the prior code in order to evalu-
ate new suggestions. For example, P20 said:

“With the lines being in order it was pretty simple, and
choosing the correct next line was just using the previous
lines to pick the next best answer.” (P20)

This process of reflecting on earlier design decisions to inform
their next steps indicates they are actively thinking about how
they’re solving the problem which is an important metacognitive
activity. P9 reiterated this theme, saying:

“It being one line at a time made it a lot simpler be-
ing able to use what you’ve previously put to use as a
reference for what to put next.” (P9)

5.2.3 Needing to Think Ahead and Anticipate. One of the benefits
that students ascribed to the progressive quiz format was the need
to think ahead about how to solve the problem. This need to an-
ticipate the implications of each coding decision is indicative of
metacognitive planning, where learners set goals, making a plan,
and then monitor their plan as they carried it out

“I had to think one step ahead and ask myself how
this line would fit into the larger task the code was
trying to achieve.” (P29)

By showing each new line along with previous lines, students
described needing to think ahead to figure out where the code was
‘going’. For example, P1 describes this experience of thinking ahead,
but also describes ‘losing track’ of what they were doing:

“Overall it went well. A couple of times I lost track of
what the code was doing and messed up but for the
most part it was fine...It made me think ahead about
what would come next and also about what line of code
helps me get there the best.” (P1)

This experience of getting off track may be related to how stu-
dents want to solve the problem which is not aligned with how the
tool guided them all to the same solution. For instance, P6 remarked,

“Some of the things that they were doing where different
thanmy thought process so at times I was not completely
sure what they were doing” (P6)

Another student similarly remarked:

“Initially, it was hard to figure out how the problem was
going to be solved, which made declaring the variables
odd sometimes because I was thinking of a different
way to solve it. So, it was a little different to have to
solve it a certain way, but beneficial because I needed
to think about it.” (P10)

5.3 Comparisons to Traditional Quizzes
When comparing their experiences using the tool with traditional
quizzes, students consistently highlighted the distinct purposes
served by each. They perceived the tool as better suited for forma-
tive assessment, demonstrating its potential to facilitate learning
and skill development, while traditional quizzes were viewed pri-
marily as tools for summative evaluation, focusing on gauging
mastery. For example, P32 said:

“It is good for preparation but traditional quiz is better
for checking the root knowledge in a particular concept.”

Across responses, 16 students explicitly described the tool as
having advantages over traditional quizzes, with only two students
stating that it was less effective. The tool was frequently described
asmore interactive and requiring deeper engagement, with students
reporting that it encouraged active reflection on their decision-
making processes. One student remarked:

“I found it easier than a traditional quiz, but it also
forced me to question myself and be more conscious
of my decisions.” (P18)

This included students describing the need to engage more
deeply with the content rather than scanning or skimming it:

“During a traditional quiz I would more than likely
scan code rather than go through line by line...it
was very unique in the fact that it made the user have
to think about each line of code. Usually, I just scan over
code and this forced me to think more critically.” (P15)

5.4 Comparisons to Github Copilot
When comparing their experiences to using Github Copilot, stu-
dents were again largely positive with 12 students preferring the
tool and 3 students describing some way in which Copilot was more
helpful. The primary reasons provided by students were that the
quiz has better support for critical thinking and is more beginner
friendly. In terms of critical thinking, P1 and P24 shared:

“It was better than using copilot. Copilot just gives
you the answer most of the time and takes out a
form of critical thinking and problem solving that
is vital in coding.” (P1)
“You have to think less with GitHub Copilot because the
correct answer is given to you faster...” (P24)
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Despite the majority of students agreeing with this sentiment,
P6 shared the opposite opinion, claiming that they wanted to be
more involved with driving the suggestions:

“I feel like here they pretty much do the code for you,
you just have to choose what you think is best, Github I
feel is more ourselves and our own thought process.”

5.5 Students’ Suggestions for Improvements
Students mentioned trade-offs related to agency, such as wanting
to declare their own variables or writing their own code:

“The program that was constructed feels like one I would
have made, though I prefer to declare all my variables
at the top, unlike what was done in the program.” (P3)

Others proposed the opposite, wanting more comments and
signposting to understand where the code was leading them. For
example, P10 requested,

“Keep including comments, those were helpful to know
where it was trying to go next.” (P10)

6 Discussion
Generative AI tools such as GitHub Copilot introduce new chal-
lenges for students working on programming tasks. These tools of-
ten require users to successfully monitor, evaluate, and self-regulate
their interactions—metacognitive skills that are already difficult
for many students [24]. Without careful guidance, students can
fall into unproductive behaviors such as ‘debugging rabbit holes’
or relying too heavily on AI-generated solutions which can nega-
tively impact learning or frustrate students [38]. Compounding this
problem, generative AI tools can also interfere with metacognitive
processes [28]. Therefore, scaffolding mechanisms are needed to
mitigate the challenges of using AI while also helping students
develop skills for critical thinking and metacognition. In this work,
we present a system designed to address these challenges by encour-
aging critical engagement with AI tools such as GitHub Copilot.
The system scaffolds students’ decision-making by offering correct
and flawed code suggestions.

Our findings suggest that our prototype supported the students
in several ways. It drew their attention to the code and to key dif-
ferences between the suggestions, which is an important aspect of
variation theory [14]. Students also described engaging in multiple
metacognitive processes [19], including reflection, monitoring, and
planning. Compared to using Github Copilot, students preferred the
tool, citing its ability to promote critical thinking. Some students
did not appreciate how opinionated the tool was about the solution
and described having a different idea of how the code should have
been written. However, in the negotiation of their plan with the
AI’s ‘plan’, some students described metacognitive benefits and an
opportunity for critical thinking.

Our work is in direct response to the findings recently presented
by Prather et al. [28] on novice programmers using AI coding
tools, such as GitHub Copilot. They found that novices often strug-
gled to read, comprehend, and identify good autogenerated code
suggestions. Some of their participants uncritically accepted code
suggestions, which led them down the wrong problem solving path.
We designed the quiz tool presented above to mitigate some of

these challenges. Students found it to be a useful formative tool
that provides a forcing function to pay attention to each line and
each suggestion. By incentivizing attention to small details, the tool
promotes slowing down to enhance code reading and comprehen-
sion. It also helps prepare students to identify bad autogenerated
suggestions so as to be less distracted or misled by them.

6.1 Future Work
Our findings provide encouraging preliminary evidence that this
approach can help students learn to overcome the metacognitive
harms imposed by Generative AI [28]. However, this prototype only
scratches the surface of a larger solution space. The tool could be
expanded to autogenerate the code suggestions for each line in real-
time, rather than before as we did for this study, which would be
even more ecologically valid for GitHub Copilot. This would enable
multiple ‘solution paths’ and solve some of the rigidity issues noted
by students around a single suggestion. These solutions would
then be tested via test cases to ensure correctness. Students could
even backtrack from errors to identify points where a suggestion
led them off an ideal solution path. Finally, future work should
investigate how this tool impacts learning gains.

7 Limitations
This study has a few limitations. First, the sample size was rela-
tively small and was drawn from a single class. Although this limits
generalizability, it is consistent with the exploratory nature of our
study and appropriate for the use of qualitative research methods.
Our findings should therefore be viewed as a foundation for future,
larger-scale studies rather than as conclusive evidence.

Second, we designed the tool to maximize ecological validity;
however, we presented students with three suggestions rather than
the single suggestion typically offered by tools like GitHub Copilot.
This gave students more opportunities to critically engage with
suggestions. However, alternative designs could be explored as
future work. For example, the tool could show a single suggestion
that students must either accept or reject.

Third, the distractors used in the study were generated by an
LLM which was prompted to create suggestions based on common
misconceptions. While this approach aligns with our goal of testing
students’ critical thinking, we acknowledge that the problematic
suggestions students encounter in real-world scenarios may dif-
fer. LLM-generated hallucinations can vary widely, encompassing
errors unrelated to known student misconceptions.

8 Conclusion
As generative AI tools become increasingly common in educational
and professional contexts, it is imperative to design systems that
go beyond convenience and automation to actively support critical
thinking and metacognitive development. Our work provides a first
step in this direction along with suggestions for future work.
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