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ABSTRACT
Recent advancements in artificial intelligence (AI) and specifically generative AI (GenAI) are threatening to fundamentally reshape computing and society. Largely driven by large language models (LLMs), many tools are now able to interpret and generate both natural language instructions and source code. These capabilities have sparked urgent questions in the computing education community around how educators should adapt their pedagogy to address the challenges and to leverage the opportunities presented by this new technology. In this working group report, we undertake a comprehensive exploration of generative AI in the context of computing education and make five significant contributions. First, we provide a detailed review of the literature on LLMs in computing education and synthesise findings from 71 primary articles, nearly 80% of which have been published in the first 8 months of 2023. Second, we report the findings of a survey of computing students and instructors from across 20 countries, capturing prevailing attitudes towards GenAI/LLMs and their use in computing education contexts. Third, to understand how pedagogy is already changing, we offer insights collected from in-depth interviews with 22 computing educators from five continents. Fourth, we use the ACM Code of Ethics to frame a discussion of ethical issues raised by the use of large language models in computing education, and we provide concrete advice for policy makers, educators, and students. Finally, we benchmark the performance of several current GenAI models/tools on various computing education datasets, and highlight the extent to which the capabilities of current models are rapidly improving.

There is little doubt that LLMs and other forms of GenAI will have a profound impact on computing education over the coming years. However, just as the technology will continue to improve, so will our collective knowledge about how to leverage these new models and tools in educational settings. We expect many important conversations around this topic will emerge as the community explores how to provide more effective, inclusive, and personalised learning experiences. Our aim is that this report will serve as a focal point for both researchers and practitioners who are exploring, adapting, using, and evaluating GenAI and LLM-based tools in computing classrooms.
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1 INTRODUCTION

Many disruptions to computing education—and education globally—have occurred in the past few years. During the COVID-19 pandemic, students adapted to learning online in unprecedented ways. It was during this time Generative AI became available to the public with the November 2022 release of ChatGPT being the main catalyst. Suddenly, students are not just learning about AI in advanced computer science courses, but using it—possibly in many courses, including introductory ones. Unlike before, they are not only using it passively where AI powers some aspect of the tools they might use (such as Google Translate where AI transforms data), but in an active manner where students are knowingly and intentionally using and interacting with AI as a tool to generate new data with natural language prompts. These generative tools have much broader capabilities than what was available just a few years ago and can be used in all disciplines including computing for myriad tasks.

In computing education, researchers have demonstrated that these models have an increasing capacity to perform source code generation and interpretation through a natural language interface [74]. For instance, it is likely that pair programming might evolve in some cases from two students working together to a student and their LLM working together [68]. Many of these models are easily available and free for students, and early reports reveal that students are already using them for assistance on their assignments [44]. In addition, there is now at least one textbook, published in September 2023, which features the use of Generative AI—specifically GitHub Copilot and ChatGPT—from day 1 of introductory programming courses [155]. The profound impacts of LLMs on computing education are still not entirely known but are already being felt by educators [121].

The evidence gathered over the past few decades about how students learn best supports the commonly adopted approach of having students write many small programs checked by automated assessment tools over the course of their introductory terms [23]. While other methods of learning programming exist, such as constructivist approaches [40], the “many small programs” approach

has remained nearly ubiquitous for decades. However, this approach may have become obsolete given how easily most LLMs can now solve introductory computing problems with simple prompts [85, 86, 167, 175]. Furthermore, generative AI models can provide wrong or biased answers, and students may also become over-reliant on LLM tools or generate code plagiarised from online sources by the model [33]. The models might generate code students do not understand [108] or may distract them with large blocks of text they did not write [159]. Teachers may look to AI detectors to enforce some semblance of normal, but evidence is mounting that these tools are currently ineffective [144]. However, these models offer computing educators opportunities in addition to the aforementioned challenges. Recent research has shown promising possibilities for providing students with LLM partners in pair programming, given the right context and with the right scaffolding and support [44, 108, 159]. LLMs can also provide detailed code explanations to support students working through difficult problems [123, 137] and can even explain error messages [125] known to have vexed students for decades [36]. Instructors can also benefit as these models can rapidly generate new and personalised teaching materials and programming assignments [75, 174]. Most exciting are the opportunities for entirely new types of programming problems utilising LLMs, such as Prompt Problems [71].

Large language models will have a profound impact on computing education in the next decade as the technology matures and as teachers and researchers identify opportunities. LLMs will change how, what, and whom we teach not only in computing but in all of education [68]. This working group1 report aims [157] to summarise these early movements in computing education to set an agenda for researchers and to collect effective practices for educators.

1.1 Contributions

This working group report describes the following efforts that, taken together, aim to describe the current state of generative AI in computing education from several angles, and to set our vision of the future of programming education in the generative AI era:

(1) Reviewing Literature (Section 2): We review the existing literature on LLMs in computing education2 and present a guide to the opportunities and challenges of LLMs in this domain.

(2) Evaluating Current Attitudes (Section 3): We conducted an international survey of students and instructors to obtain their perspectives of LLMs. From this data, we provide a snapshot of current attitudes toward LLMs and their uses.

(3) Identifying New Instructional Approaches (Section 4): We interviewed instructors in terms of teaching about and/or using LLMs in the classroom. They provide insight into advantages and disadvantages of using LLMs in computing education.

(4) Exploring Ethical Implications (Sections 5 & 6): We perform an evidence-based ethical analysis on the use of LLMs in computing education by evaluating the AI policies of several leading universities in the context of the ACM Code of Ethics. These examples suggest how universities are responding—and may in the future further respond—to the ethical challenges

1itcse23-generative-ai.github.io

2Through August 2023.
presented by such systems. From this, we furthermore discuss academic integrity issues with LLMs and provide resources for both faculty and students to understand when it may or may not be permissible to utilise LLMs (see Appendix D).

(5) Encouraging Replication (Section 7): We replicate prior work using new LLMs, highlighting challenges driven by the speed at which LLMs are improving and with current standards for describing research methods. To encourage comparisons between published work, we identify appropriate, openly available datasets and identify concerns with the quality and type of datasets available.

2 REVIEW OF LITERATURE

The working group aimed to identify prior work that explores how large language models might impact computing education. We recognise that any such attempt in this nascent and rapidly expanding area of research will quickly become out of date but aim to establish the status questions of this new research field and to provide recommendations based on the current scholarly discourse. Furthermore, we used the work we found to inform the other activities of the working group listed in Section 1.1.

2.1 Method

We chose to perform a scoping review to rapidly identify gaps and major themes in the literature discussing how large language models can support computing education. We explicitly considered but decided not to perform a systematic review, as the research in this area is evolving quickly and relies heavily on dissemination through non-traditional publication channels such as arXiv. We chose to perform one step of forward and backward snowballing [194] from a set of reference papers that were identified as being currently significant work in the area of large language models in computing education. We decided only one step in the snowballing phase was necessary given the recent advent of large language models in computing education. We conducted two separate phases of forward snowballing, one in May 2023 and one in August 2023, with the aim of including as much of recent work as possible.

2.1.1 Reference papers. We collected a set of reference papers using keyword searches over three databases: (1) ACM Digital Library (Full-Text Collection), (2) Taylor & Francis Online, and (3) IEEE Xplore. These choices were guided by the book “Past, Present and Future of Computing Education Research: A Global Perspective” [26] which includes a chapter on venues that have shaped computing education research (pp 121-150). This chapter lists 13 conference and magazine venues and two journals dedicated to computing education research literature, and our database searches were scoped to cover these venues: ACM SIGCSE Sponsored (SIGCSE Technical Symposium, ITiCSE, ICSR, CompEd); ACM SIGCSE In-Cooperation (ACE, Koli Calling, COMPUTE, WIP-SCE, CSCC); ACM Journal (TOCE); Taylor and Francis (CSE); and IEEE (FIE, ToE, TLT).

The keywords used included “large language models” and “generative AI” as well as three common models (See list below). Queries were refined as appropriate for the different databases, and filters were used as appropriate when scoping the search, such as filtering by “SIGCSE sponsored” venues in the ACM Digital Library. In addition, the searches were conducted using a filter for dates beginning in January 2021. This start date was chosen based on the technological timeline of LLMs and their relevance to computing education. By January 2021, LLMs, especially with the advent of models like GPT-3 in mid-2020, started gaining significant traction and recognition in broader research and application areas. Furthermore, the integration of such advanced LLMs into computing education, pedagogically and practically, was still in nascent stages. By setting January 2021 the start date of the literature search, we aimed to capture the most recent and relevant research insights right from the outset of substantial scholarly attention towards the intersection of LLMs and computing education. As an example, the final query used when searching the ACM Digital Library was:

```
[All: “large language models”] OR
[All: “generative AI”] OR
[All: “Codex”] OR
[All: “GPT-3”] OR
[All: “GPT-4”]
```

The search was conducted on 26th April 2023 and resulted in 19 papers. For each paper, the following inclusion criteria was applied:

(1) Must mention generative AI, large language models, or a specific tool using those technologies, such as GitHub Copilot.

(2) At least 4 pages in length (inclusive).³

(3) Written in English.

A total of 3 papers were excluded based on length and for not being aligned with the topic. The resulting set of reference papers (“seed papers”), listed in Table 1, includes 10 papers. By necessity due to the age of the research area, these papers are largely published in 2022 and 2023.

2.1.2 Snowballing (phase 1). Each paper that cites or is cited by at least one of the reference papers was evaluated for inclusion by two working group members. The backward snowballing phase, which considered all papers in the reference list for each paper in the reference set, resulted in 381 papers. For forward snowballing, we used the “cited by” feature in Google Scholar at the beginning of May 2023, resulting in 132 papers. There were duplicates in this list, but we decided not to identify duplicates until the final review. Each of these 513 snowballed papers were assigned to two members of the group. At this stage of the review, the papers were not read in detail; rather, the evaluators searched for evidence that a paper should be given deeper consideration.

2.1.3 Snowballing (phase 2). We ran a second phase of forward snowballing using the “cited by” feature in Google Scholar at the end of August 2023. In the second forward snowballing, a total of 353 new papers (including duplicates) had cited the seed papers. Across all three snowballing phases (two forward, one backward), a total of 866 papers were identified for filtering, i.e. removing duplicates and applying inclusion and exclusion criteria.

2.1.4 Inclusion and Exclusion Criteria. The inclusion criteria included the three criteria used to filter the reference papers plus a publication date criterion and a content criterion:

(1) Must mention generative AI, large language models, or a specific tool using those technologies, such as Copilot, AND

³This criterion rules out posters and abstracts.
Table 1: Reference papers used to seed the literature review.

<table>
<thead>
<tr>
<th>Title</th>
<th>Venue</th>
<th>Year</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Robots Are Coming: Exploring the Implications of OpenAI Codex on Introductory Programming</td>
<td>ACE</td>
<td>2022</td>
<td>[85]</td>
</tr>
<tr>
<td>Github copilot in the classroom: learning to code with AI assistance</td>
<td>JCSC</td>
<td>2022</td>
<td>[160]</td>
</tr>
<tr>
<td>Programming Pedagogy and Assessment in the Era of AI/ML: A Position Paper</td>
<td>COMPUTE</td>
<td>2022</td>
<td>[165]</td>
</tr>
<tr>
<td>My AI Wants to Know If This Will Be on the Exam</td>
<td>ACE</td>
<td>2023</td>
<td>[86]</td>
</tr>
<tr>
<td>Using Large Language Models to Enhance Programming Error Messages</td>
<td>SIGCSE TS</td>
<td>2023</td>
<td>[125]</td>
</tr>
<tr>
<td>Experiences from Using Code Explanations Generated by Large Language Models in a Web Software Development E-Book</td>
<td>SIGCSE TS</td>
<td>2023</td>
<td>[137]</td>
</tr>
<tr>
<td>Conversing with Copilot: Exploring Prompt Engineering for Solving CS1 Problems Using Natural Language</td>
<td>SIGCSE TS</td>
<td>2023</td>
<td>[70]</td>
</tr>
<tr>
<td>Using GitHub Copilot to Solve Simple Programming Problems</td>
<td>SIGCSE TS</td>
<td>2023</td>
<td>[191]</td>
</tr>
<tr>
<td>Programming Is Hard - Or at Least It Used to Be: Educational Opportunities and Challenges of AI Code Generation</td>
<td>SIGCSE TS</td>
<td>2023</td>
<td>[33]</td>
</tr>
</tbody>
</table>

(2) At least 4 pages in length (inclusive), AND
(3) Written in English, AND
(4) “Published” in or after 2021. For papers published in non-traditional venues such as arXiv, this is the upload date, AND
(5) Must have direct applicability to computing education. This criterion was refined to the following and was interpreted generously:
(a) The paper explicitly states a relation to computing education, OR
(b) the participants include students working on problems typical of a computing education context, OR
(c) the problems or inputs featured are drawn from a computing education context, OR
(d) the resource or tool being created is specifically designed for computing education.

Each of the five criteria had to be satisfied to include the paper. Each paper was independently evaluated twice; the evaluator could flag the paper for inclusion, exclusion, or discussion. If there was disagreement between the two evaluators or if they flagged the paper for discussion, it was evaluated by a third evaluator who made a final decision. In addition, given the subjectivity of criterion (5), all papers that were marked as not being included because of this criterion were reviewed by a third evaluator. As a result, papers were included if (a) both initial evaluators flagged it for inclusion...
or (b) if the third evaluator intervened due to a disagreement between the initial reviewers or when they reviewed criterion (5). All evaluators were instructed to interpret the criteria generously, to avoid exclusion of potentially relevant work.

After the filtering was complete, a total of 80 papers were identified for careful reading.

2.1.5 In-Depth Reading. In the final phase, the 80 papers selected for inclusion were assigned to members of the working group for reading (each paper was read by one member). During this in-depth reading phase, 9 papers were flagged as not being relevant. The exclusion of some papers at this stage was expected, as the reviewers had been instructed to identify any potentially relevant work. These exclusions left us with 71 relevant papers (10 reference papers, 28 papers from the first snowballing phase, and 33 papers from the second).

The goal of this step was to identify potential impact on future research in the area or on computing education practice. In addition, we extracted some details about the work being performed, such as the location of authors, the type of work published, and evidence of research quality. Data extraction was guided by a set of questions implemented as an online form to help standardise the process. The questions on the form are presented in Appendix A.

The final list of papers (including the 10 original reference papers and papers from the two snowballing phases) is shown in Table 2. Interestingly, while the second snowballing phase covered only a few months, it resulted in a number of papers that is very close to the number of papers that resulted from the first snowballing phase, which covered a period of around two and a half years. Including a second snowballing phase was motivated by the very fast pace at which the literature is growing in this area, which this finding supports.

2.2 Descriptive statistics

Statistics about the papers included in our analysis are presented in Table 3 and Table 4. The work has been presented in a range of venues, including traditional conferences and journals. However, due to rapid changes in this field, a large number of papers were published only on arXiv. Some of this work was later published in a conference or journal, but some only remains visible—and is cited from—that site.

Despite the recency of this area of research, the papers we reviewed also used a wide range of LLMs, which is described in Table 4. The rapid pace of the field is a potential threat, however, to the results being published. For example, the most commonly used LLM considering papers from the first snowballing phase only (i.e. up to May 2023) was Codex, which is now no longer available, and the most recent version of GPT (GPT-4) had only a single piece of research using it. Table 4 shows the results considering all the papers we analysed (i.e. up to August 2023), where the most commonly used LLM has become GPT-3/3.5, and the most recent version of GPT has 11 papers using it.

Table 4 also describes the languages being investigated. The majority of the research focuses on Python, with some work involving Java and C. The table omits languages only explored by one paper in our set; most of these come from a single paper that investigates multiple languages. The fact that Python emerges as the most popular language in this work is not too surprising, however, as popular LLMs such as Codex have been reported to be most proficient in Python [56].

Table 5 contains our evaluation of four quality metrics reported in Hellas et al. [92]. They reported these metrics as part of a review of performance prediction research, so several of their questions are focused on work from that domain. For example, they ask, “is the value being predicted clearly defined?” We selected the most generally applicable questions, and we updated their question about threats to validity to focus specifically on whether they were discussed in an explicit subsection. Compared to their results, we find that the work in this area is reported more clearly in all four aspects measured. In particular, threats to validity are explicitly discussed in the majority, rather than minority, of cases, and slightly more of the work we examined present explicit research questions.

2.3 Classification of literature

The papers we reviewed broadly fall into five categories, with respect to the role that the LLM plays in the study: (i) assessing the performance, capabilities, and limitations of LLMs, (ii) using LLMs to generate teaching materials, (iii) using LLMs to analyse student work (e.g. identifying errors and repairing bugs), (iv) studying the interactions between programmers and LLMs, and (v) position papers and surveys/interviews. Category (ii) is by far the largest group, indicating a strong desire to assess the current capabilities and limitations of LLMs in computing education contexts. We acknowledge that some papers would fit into more than one category; in these cases, we classified the paper into the most fitting category.

We now briefly summarise the main contributions of the papers included in our review, organised into these five categories.

2.3.1 Assessing the performance, capabilities and limitations of LLMs (35): More than thirty papers looked into assessing the performance or capabilities of large language models. Most of these looked into the performance of LLMs in generating code, often for programming exercises [28, 48, 57, 61, 70, 85, 86, 126, 152, 153, 160, 161, 167, 177, 184, 191]. Some looked into other types of exercises such as multiple-choice questions [175–177, 189], textbook questions [103], exam questions [79], computational thinking tasks [39], and textual reports [48]. In general, LLMs seem to perform at a level that is equivalent to or better than that of average students, at least for code generation tasks. For other tasks, such as answering MCQs [176], Parsons problems [167] and computational thinking tasks [39], the performance of LLMs is currently not as great. When used to generate questions or hints to support students in solving problems, the research is inconclusive [21, 30, 82, 151, 192], although LLMs are able to provide better explanations of code than students [123], and are able to explain their answers to textbook questions in about half of the cases [103]. A study found that code generated by ChatGPT had enough differences from student code that it could be detected very accurately (between 96-98% accuracy) [99]. However, tools that assess whether a given text was generated by an LLM show a large number of false positives and should not be trusted blindly [144]. LLMs can also be prompted to act as a programming assistant, even ones originally trained solely for code generation [169], but struggle with questions that require
<table>
<thead>
<tr>
<th>AUTHOR</th>
<th>TITLE</th>
<th>VENUE</th>
<th>YEAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austin et al.</td>
<td>Program Synthesis with Large Language Models</td>
<td>arXiv</td>
<td>2021</td>
</tr>
<tr>
<td>Brennan and Leseberg</td>
<td>Exploring the Implications of OpenAI Codex on Education for Industry 4.0</td>
<td>SOHOMA</td>
<td>2022</td>
</tr>
<tr>
<td>Drury et al.</td>
<td>Evaluating the Potential of GPT-3 in Providing Feedback for Programming Assessments</td>
<td>TH-SE</td>
<td>2023</td>
</tr>
<tr>
<td>Denny et al.</td>
<td>Network-Level In-Depth Study of Educational Opportunities and Challenges of AI Code Generation</td>
<td>SIGCSE TS</td>
<td>2023</td>
</tr>
<tr>
<td>Denny et al.</td>
<td>Can We Trust AI-Generated Educational Content? Comparative Analysis of Human and Artificial-Learning Resources</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Denny et al.</td>
<td>Convoluting with Copilot: Exploring Prompt Engineering for Solving CSI Problems Using Natural Language</td>
<td>MSECS. TS</td>
<td>2023</td>
</tr>
<tr>
<td>Denny et al.</td>
<td>Promptly: Using Prompt Problems to Teach Learners How to Effectively Utilize AI Code Generators</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Devarie and Berg</td>
<td>Experiences with Runtime Examination in Light of GPT-4</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>French et al.</td>
<td>Creative Use of OpenAI in Education: Case Studies from Game Development</td>
<td>Multi-modal Tech. &amp; Interaction</td>
<td>2023</td>
</tr>
<tr>
<td>Idahl et al.</td>
<td>Whodunit: Human or AI?</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Jaspernczak et al.</td>
<td>Decomposed Prompting to Answer Questions on a Course Discussion Board</td>
<td>AI in Education</td>
<td>2023</td>
</tr>
<tr>
<td>Jail et al.</td>
<td>Copilot and Software Teaching: Pioneers &amp; Pioneers</td>
<td>IEEE TCE/EM</td>
<td>2023</td>
</tr>
<tr>
<td>Kempen</td>
<td>AIGenerated Code Not Considered Harmful</td>
<td>CBL</td>
<td>2023</td>
</tr>
<tr>
<td>Kim and Schiele</td>
<td>Large Language Models in Introductory Programming Education: ChatGPT’s Performance and Implications for Assessments</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Kim and Goo</td>
<td>From ‘Ban It Till We Understand It’ to ‘Resistance is Futile’: How University Programming Instructors Plan to Adapt as More Students Use AI</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Lenonen et al.</td>
<td>Comparing Code Explanations Created by Students and Large Language Models</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Lesiv et al.</td>
<td>Using Large Language Models in Enhance Programming Education</td>
<td>MSECS. TS</td>
<td>2023</td>
</tr>
<tr>
<td>Ma et al.</td>
<td>Is AI the Better Programming Partner? Human-Human Pair Programming vs. Human-AI pAIr Programming</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Makal et al.</td>
<td>Experiences from Using Code Explanations Generated by Large Language Models as Web Software Development E-Book</td>
<td>MSECS. TS</td>
<td>2023</td>
</tr>
<tr>
<td>Matlisky et al.</td>
<td>A Large Language Model-Assisted Educational Tool to Provide Feedback on Open-Ended Responses</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Nam et al.</td>
<td>In-IDE Generation-Based Information Support with a Large Language Model</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Nafz et al.</td>
<td>Detecting LLMGenerated Vist Evidence in Computing Education: A Comparative Study for ChatGPT Cases</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Fikdov et al.</td>
<td>Neural Task Synthesis for Virtual Programming</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Pankovic and Baker</td>
<td>Large Language Models (GPT) for Automating Feedback on Programming Assignments</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Pham et al.</td>
<td>Exploring the Potential of AI-Generated Educational Learning in Computer Programming Education</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Phung et al.</td>
<td>Generating High-Precision Feedback for Programming Syntax Errors using Large Language Models</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Phung et al.</td>
<td>Generative AI for Programming Education: Benchmarking ChatGPT, GPT-4 and, Human Tutors</td>
<td>Informational &amp; Measurement</td>
<td>2023</td>
</tr>
<tr>
<td>Piccolo et al.</td>
<td>Many Roboformatics Programming Tasks Can Be Automated with ChatGPT</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Fedder et al.</td>
<td>Authorasst Coding: Experiment with GPT-4</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Frather et al.</td>
<td>It’s Weird That It Knows What I Want: Usability and Interactions with Copilot for Novice Programmers</td>
<td>TOCH</td>
<td>2023</td>
</tr>
<tr>
<td>Recht et al.</td>
<td>Exploring ChatGPT’s Impact on Secondary Education: A Preliminary Study</td>
<td>WCCCE</td>
<td>2023</td>
</tr>
<tr>
<td>Ross et al.</td>
<td>A Case Study in Engineering a Conversational Programming Assistant’s Persona</td>
<td>ACM IUI</td>
<td>2023</td>
</tr>
<tr>
<td>Savelyev et al.</td>
<td>Large Language Models (GPT) Struggle to Answer Multiple-Choice Questions about Code</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Savelyev et al.</td>
<td>Hazards of Your Future: Large Language Models (GPT) Fail to Assessments in Higher Education Programming Courses</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Single</td>
<td>Evaluating ChatGPT and GPT-4 for Virtual Programming</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Smith et al.</td>
<td>Harnessing LDM in Curriculum Design Using GPT-4 to Support Authoring of Learning Objectives</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Wang et al.</td>
<td>Exploring the Role of AI Assistants in Computer Science Education: Methods, Implications, and Instructor Perspectives</td>
<td>VL/HCC</td>
<td>2023</td>
</tr>
<tr>
<td>Wermelinger</td>
<td>Using GitHub Copilot to Solve Simple Programming Problems</td>
<td>MSECS. TS</td>
<td>2023</td>
</tr>
<tr>
<td>Williams et al.</td>
<td>Addressing common errors: Stack Overflow and large language models</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Yan et al.</td>
<td>Praxical and Ethical Challenges of Large Language Models in Education: A Systematic Literature Review</td>
<td>arXiv</td>
<td>2023</td>
</tr>
<tr>
<td>Zait et al.</td>
<td>Large language models meet NL2Code: A survey</td>
<td>Annual Meeting of the ACL</td>
<td>2023</td>
</tr>
<tr>
<td>Zastudil et al.</td>
<td>Generative AI in Computing Education: Perspectives of Students and Instructors</td>
<td>arXiv</td>
<td>2023</td>
</tr>
</tbody>
</table>
semantic understanding of code, such as predicting the output of a program [28] or analysis/reasoning about code [176].

2.3.2 Position papers and surveys/interviews (17): Twelve papers were surveys or position papers, summarising or discussing research conducted by others [24, 33, 51, 74, 84, 90, 109, 134, 149, 159, 195, 197]. Some of the papers focused solely on education [33, 51, 159, 195], while others included discussion on both the professional and the educational contexts [24, 84, 90]. The education-focused survey papers discuss both positive impacts—such as potentially increased productivity for both students and instructors [24, 33]—and negative impacts—such as over-reliance [33, 90]—of large language models. All papers suggest that LLMs will have substantial impact on computing education and programming more generally.

Five papers in the literature review used interviews to understand user perceptions and attitudes towards LLMs. The authors of one paper interviewed professional software developers on how they use code generation tools [52]. They found that the interviewees thought that generative AI has many use cases in software development. They note that while the tools do not require training to use, developers will need to understand the generated code for quality assurance, and to avoid over-reliance as the quality of code produced by these tools can vary. Three other papers report on interviews with students and instructors about their experiences with, and attitudes towards LLMs [121, 164, 198], finding that there is no consensus about the use of LLMs in higher education, its benefits or risks, but there is general awareness of the problem of academic integrity in the light of LLMs being used by students. One study reports on the experiences of five students using generative AI for assignments [89], highlighting both aspects of where it offered effective support, but also many limitations.

2.3.3 Studying the interactions between programmers and LLMs (9): A total of nine papers looked into interactions between programmers and LLMs. Some focused on finding interaction patterns [32, 159, 188] while others focused more on how productivity is impacted by the use of models [108, 141], whether code produced when using AI code generators is less secure than when not [173], and how students use code explanations generated by LLMs [137, 145].

Based on the findings of this research, students engage in different interaction modes when using AI code generators. These include exploration [32], acceleration [32], shepherding [159], and drifting [159]. In exploration, the programmer is unsure of what to do next, using the code generator for exploring potential approaches to tackle the problem. In acceleration, the programmer knows what they are doing and uses the LLM for producing the desired code faster. In shepherding, the programmer spends the majority of their time on guiding the LLM to produce the desired code. In drifting, the programmer drifts from one incorrect code suggestion to the next, indicating struggles in understanding the generated code.

Kazemitabaar et al. studied how novice programmer productivity and learning is affected by the use of AI code generators [108]. They found that students who used AI code generators performed significantly better (1.15x progress, 0.59x errors, 1.8x higher correctness, 0.57x time spent) without negative effects on learning. Sandoval et al. found that using code generator tools did not seem to introduce new security risks [173]. MacNeil et al. found that students generally found code explanations generated by LLMs useful for learning, but the perceived utility of the explanations and students’ engagement with them varied by explanation type [137].

One study looked at how students write prompts for LLMs [71]. To this effect, the problems had to be stated in a more visually oriented way to prevent them from copying the problem statement directly, but rather write prompts on their own. Most students found the prompt writing to be beneficial, while a few voiced concerns. Another study (which we classified as assessing LLMs, i.e. category (i)) used student written prompts in order to evaluate LLMs and found it to be an effective benchmark [29].

2.3.4 Using LLMs to analyse student work (5): Five papers used LLMs to analyse student work, for example, by looking into using LLMs to fix bugs or errors in student work [20, 125, 150, 199]. Two papers looked at repairing programming errors [20, 199], one at enhancing programming error messages [125], and one at providing feedback to students based on a buggy student programs [150]. The studies that examined the performance in bug repair both reported that their results surpassed previous state-of-the-art automated program repair results. Zhang et al. reported an overall repair rate of up to 96.5% using Codex with few-shot examples and iterative prompting [199] and Ahmed et al. achieved a repair rate of 89.4% [20]. Leinonen et al. found that Codex could enhance programming error messages—which are notoriously hard for students to understand—approximately 54% of the time on average, noting that this performance is not good enough for using the model directly with students [125]. Phung et al. propose a method where instructors could balance the ‘coverage’ of feedback, i.e. whether a student receives feedback at all, and the ‘precision’ of feedback, i.e. whether the feedback is of good quality. They found that in the
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**Table 3: Venues presenting the work included in our literature review.**

<table>
<thead>
<tr>
<th>Venue</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>arXiv</td>
<td>32</td>
</tr>
<tr>
<td>ACM</td>
<td>22</td>
</tr>
<tr>
<td>IEEE</td>
<td>5</td>
</tr>
<tr>
<td>Other Publishers</td>
<td>12</td>
</tr>
</tbody>
</table>

**Table 4: LLMs and languages featured in the reviewed literature. Some papers reported on more than one (or no specific) LLM or language, so the counts do not match the number of papers reviewed.**

<table>
<thead>
<tr>
<th>LLM</th>
<th>Count</th>
<th>Language</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPT-3/3.5</td>
<td>28</td>
<td>Python</td>
<td>37</td>
</tr>
<tr>
<td>Codex</td>
<td>20</td>
<td>Java</td>
<td>6</td>
</tr>
<tr>
<td>Copilot</td>
<td>12</td>
<td>C/C++</td>
<td>6</td>
</tr>
<tr>
<td>GPT-4</td>
<td>11</td>
<td>JavaScript</td>
<td>2</td>
</tr>
<tr>
<td>Other</td>
<td>7</td>
<td>C#</td>
<td>2</td>
</tr>
</tbody>
</table>
best case, their proposed method can achieve a precision of 72.4% with a coverage of 64.2% for one of the datasets they used and a precision of 76% and a coverage of 31.2% for the other dataset.

One paper presents a tool to help students with issues without revealing the full solution [127] and reports positive feedback from both students and instructors. Other studies have also looked into mitigating risks of LLMs such as wrong answers [101] or guiding the students with hints rather than full solutions [21] (we categorised these papers as assessing LLMs, i.e. category (i)).

2.3.5 Using LLMs to generate teaching materials (5): Five papers looked into using LLMs to generate teaching materials [69, 75, 139, 174, 186]. In two cases, the teaching materials being generated were programming exercises [75, 174]. One of the main findings in both papers was that LLMs can be coaxed into generating exercises with prescribed themes (such as basketball or cooking) and programming concepts (such as loops or conditionals). In addition, the exercises generated by LLMs were novel and sensible, although the authors cautioned that the quality might not be good enough to provide the LLM-generated exercises directly to students. Another study that compared LLM-generated content with student-generated content concluded that the quality is comparable, but still recommends further research [69]. Similarly, LLMs were found to be able to generate reasonable learning objectives [186]. One paper presents a new tool, but does not offer an actual evaluation of it [139]. All papers suggest that using LLMs could help instructors save time in generating teaching materials.

2.4 Impact on teaching and learning

The broader literature on LLMs and their potential effects is often organised around the dichotomy of opportunities and risks [46, 107, 162, 185]. For example, Bommasani et al. produced an extensive report documenting the opportunities and risks of foundation models across a broad variety of domains, including education [46]. Kasneci et al. documented similar opportunities, risks and mitigation strategies, specifically focusing on the use of ChatGPT in education [107].

Among the papers in our dataset, there was broad agreement that LLMs would have a major impact on teaching and learning in computing courses. Authors identified various opportunities and risks for both students and teachers and we present these in the following sections.

2.5 Opportunities

The papers we reviewed identified a number of potential opportunities that could positively impact computing education. One of the prominent opportunities that emerged was related to reducing instructor workload, for example by generating large banks of diverse learning resources and support materials [69, 137, 174], automating various aspects of the grading process [195], and providing personalised help to students who are struggling and who would otherwise consume considerable instructor effort [21, 51, 145]. Related to this theme, Bull and Kharrufa argue that the type of scaffolding that AI tools can provide can “support the student in their learning and ... offload some of that ... burden from the educator” [52].

Improving the learning experience for students was another common opportunity that emerged. Several papers described the idea of using an LLM as an assistant or pair programmer, which represents a significant change from current pedagogical practice [123, 152, 169]. As a concrete example of the kind of assistance that could be provided while students are programming, Leinonen et al. suggest that LLMs could help students understand terse error messages [125] which have traditionally been a source of difficulty for novice learners [36]. Several groups also identified opportunities for creating new tools around LLMs, e.g., to support repair of syntactically incorrect code [20], to help answer questions [94, 108] or provide hints [145], or even to support the crowdsourcing of new questions [75]. Indeed, some recent papers found in the second phase snowballing focused on introducing tools around LLMs, such as CodeHelp [127] and Promptly [71]. Despite the promise of using AI tools for learning support, Dakhel et al. and Prather et al. caution that although they can be a great asset for professional developers, they may be less helpful for novices if the tools generate non-optimal or erroneous outputs which could cause confusion [61, 159]. As the quality and performance of the models improve, this may be less of an issue as time goes by.

Another recurring opportunity mentioned in the papers we reviewed was the potential for a renewed focus on problem solving.
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in computing courses [39, 70, 153, 176]. Raman et al. suggest assessments could focus more on code understanding, such as tracing and verification, and less on syntax and code writing [165]. LLMs can also be used to generate a variety of flawed solutions, providing plentiful opportunities for incorporating code review tasks [85]. The systematic literature review of Yan et al. explored practical and ethical challenges of LLMs in education, categorising some of this prior work around the ‘Assessment and grading’ category and argue that grading student assessments is a promising application of LLMs [195]. The impressive documented performance of large language models in solving typical CS1 and CS2 problems suggests that some rethinking of assessments is essential [86].

In summary, the papers we reviewed suggest that LLMs present a wide array of opportunities for computing education such as improving instructor productivity by reducing workload, enhancing student learning experiences, enabling a greater emphasis on problem-solving, and suggesting new assessment practices.

2.6 Risks

Several risks were identified by the papers we reviewed. Authors were concerned that generative AI could be used in ways that limit student learning or make the work of educators more difficult [90].

2.6.1 Risks for students. The learning resources produced by generative AI pose significant risks to student success. Wermelinger [191] and Saras et al. [174] observe that explanations of code can be a useful learning resource, but if the explanations contain mistakes then learning could be negatively impacted. Since AI generated content is presented authoritatively (and is frequently correct), students are unlikely to question the content and may learn incorrect information [52, 103]. Automatically generated tests may be partially complete, leading students to inadequately test their code [191]. The resources created by LLMs might also have less variation than those created by humans [69] and thus limit the variety of examples to which students are exposed. AI generated content is not curated for specific courses, so learning material generated could potentially include syntax, programming constructs, or other content that is inappropriate for students in a given course [33, 94]. Example programs used by students for learning could have poor implementation or poor style, which may result in students acquiring undesirable programming habits [85].

The use of generative AI may also result in students spending time in unproductive ways. Wermelinger [191] speculated that students may spend excessive time on prompt engineering in the hope of hitting on a successful solution rather than making progress towards the solution, which was indeed observed in the study by Prather et al. [159] in the ‘shepherding’ interaction pattern. Bull and Kharrufa [52] suggested that it may take longer to figure out an effective prompt than to write a solution. Hellas et al. [94] found that LLMs tended to hallucinate issues in student code which could cause students to focus on these non-existent issues instead of the actual issues in their code.

Wermelinger [191] observed that explanations generated by Copilot focused on a line-by-line description of what the code did rather than how it achieved the goal desired. This is supported by the findings of Saras et al. [174] who noted that Codex seems most proficient at crafting line-by-line code explanations, as opposed to higher level summaries of the code. This is akin to a multi-structural explanation [180], which may focus student attention at lower levels of the SOLO taxonomy, rather than thinking about the overall purpose of code. However, non-code models such as GPT-3 have been found to be more apt at creating higher level code explanations [137].

The most common concern expressed by authors about student learning was the potential for students to become over-reliant on generative AI tools to solve problems [33, 85, 123, 126, 169] and assist in debugging code [125, 150, 199]. Students who rely on generative AI may be misled into believing they are making progress, and this illusion of capability may reduce their self-understanding about their level of mastery of the subject matter [158, 159].

As introductory students realise that generative AI can outperform them on most tasks, they may lose motivation to learn the material, and become demoralised about the future of computing [123]. Further, novice learners of programming may become overwhelmed and confused by generated code, which could add to the high levels of frustration that are common in introductory programming courses [71, 188].

2.6.2 Risks for teachers. Several authors raise concerns about the impact of generative AI on teachers and teaching practice. Unsurprisingly, issues of academic integrity were the most common concern raised.

Generative AI is reported to perform very well in assessments that are commonly used in introductory courses, raising concerns that students will submit solutions that they have not created themselves [33, 70, 85, 86, 121, 152, 169, 176, 177]. The solutions generated by AI might not be easily identified as AI-generated [160], which requires teachers to adapt and develop new teaching strategies to ensure academic integrity is maintained [191].

Wermelinger [191] recommended that educators stop ‘re-dressing’ toy problems because generative AI will provide good solutions which will restrict the learning opportunities for coding, debugging and algorithmic thinking, compared to problems with interesting ‘wrinkles’. Teachers who shift away from using many small problems to create larger and more authentic problems in an attempt to reduce reliance of generative AI will lose access to the quick and easy assessment methods such as automated grading associated with many introductory programming courses [86]. Educators will need to develop new resources to explicitly address LLMs and guide students instead of leaving them alone with the tool [188].
Teachers who use generative AI to assist in the creation of learning resources may unintentionally produce exercises that are under-specified or that contain incorrect reference solutions or inadequate/incorrect test cases [174]. Teachers who are concerned about the impact of generative AI may intentionally modify course delivery in ways that reduce the effectiveness of their teaching practice (e.g., by increasing academic integrity at the cost of scaffolded programming exercises), or adjust the curriculum to shift focus away from code writing, leaving students poorly prepared for subsequent programming courses [165].

Although there is a growing need to teach students how to use generative AI appropriately, it is unclear how we should do so. Barke et al. [32] discuss the need to balance the introduction of generative AI too early in the curriculum where over-reliance is a possibility, against introducing generative AI too late and failing to provide an authentic experience relevant to changing landscapes including industry practice. Bull and Kharrufa [52] note that it is challenging for novices to understand generative AI capability and use prompts effectively, suggesting a need to formally teach students to effectively use the tools they have at their disposal.

2.6.3 Risks for the community and society at large. The use of generative AI also raises concerns for the broader community. As more code is likely to be generated automatically, there is potential for biases to be unintentionally introduced due to inherent bias in models and because of bias in the training data [33]. Generated code may contain security vulnerabilities and bugs [33, 52, 173]. Also very concerning, Kazemitabaar et al. [108] found that students with more knowledge benefited more from code generation than students with less knowledge. Similarly, Nam et al. [141] found that professionals benefited more from AI code generation than students. These findings suggest that AI code generators may widen the gap between over- and under-achievers, exacerbating teaching challenges arising from classes with heterogeneous ability levels.

In response to these issues, Prather et al. discuss design considerations for generative AI tools that could potentially mitigate these risks and lead to more direct benefit for novice programmers [159]. Despite a dearth of empirical work to-date, it must be noted that Generative AI may serve to exacerbate already present issues in computing. For instance, Generative AI may favour some groups while disadvantaging minoritised groups. Although, how Generative AI will actually influence such issues remains to be seen, and it is possible that it may also be used for positive effect in the future.

2.7 Limitations and threats to validity

Our literature review was conducted from April to August 2023. Therefore, work published subsequently is not included. Due to the fast pace of work on Generative AI in all disciplines including computing education, only literature published in less than a three year period (2021 to August 2023) was considered. For this reason we conducted a single round of snowballing (i.e., we did not do subsequent snowballing on the papers found in the first round of snowballing). This may have omitted some work that failed to reference the most visible early work (our “seed” papers), but we do not believe that this will include significant numbers of papers or change the general trends and themes identified in our literature analysis.

The inclusion of results from arXiv and other literature sources is driven by pragmatism. The machine learning community makes wide use of arXiv due to the fast-paced nature of the field, and if we omitted it, we would miss the most recent results in an already narrow window of time. However, the inclusion of these sources admits work that has not yet undergone peer review. During our deep review of the included papers, there were a few concerns about the quality of a given paper. We retained these papers as they met the inclusion criteria, and note that, on the whole, the papers appear to be ready for review and demonstrate many of the criteria for quality proposed by Hellas et al. [92].

3 SURVEY OF STUDENT AND INSTRUCTOR PERCEPTIONS ABOUT GENAI

Students and instructors may have quite different views of the use of generative AI tools in computing classrooms. For example, one of the well-documented concerns regarding generative AI in educational contexts is that students may become over-reliant on them for the generation of answers [74, 198]. In this case, students who rely on the tools may initially take a more positive view of them when compared with instructors, however, their views may change over time. Given the speed with which generative AI tools are being developed and adopted, documenting student and instructor perceptions at the current time provides a useful snapshot of current practice and sentiment and is aimed at facilitating future explorations of how views may change as these tools become more embedded in educational contexts.

In this section, we report the findings from two surveys, one with computing instructors and the other with students, which we conducted from July to August 2023 with responses spanning 20 countries. We first review similar explorations in computing and other disciplines, and then after describing our methods we organise our findings around insights derived from analysis of both quantitative and qualitative data.

3.1 Prior explorations of student and instructor perceptions

Several recent studies have explored the perceptions of students and teachers toward the potential impact of generative AI in broad educational settings. Chan and Lee acknowledge a generation gap in how generative AI is perceived [54]. Using an online survey involving 399 students and 184 teachers predominantly from Hong Kong but across a diverse range of academic disciplines. They examine distinctions in perceptions, experience, and knowledge of generative AI between educators and students across different generations, classified as Gen Z (students) or Gen X and Y (teachers). They observe that while students are generally optimistic about the use of these new technologies, teachers hold more concerns regarding over-reliance and ethical issues, and were more sceptical about the abilities of generative AI tools. They emphasise the urgent need for clear policies and guidelines to ensure that academic integrity is maintained and to promote equitable learning experiences. In follow-up work, Chan addresses this need by proposing an AI policy framework specifically for higher education [53]. This encompasses three dimensions: pedagogical, which uses AI to enhance teaching
and learning outcomes; governance, which addresses privacy, security and accountability issues; and operational, which pertains to infrastructure and training. To inform the policy, they conducted an online survey of 457 students and 180 teachers and academic staff from Hong Kong universities. They argue that the student voice plays an essential role in the drafting and implementation of policy. In general, both students and teachers reported limited experience with AI tools, suggesting potential for growth in adoption and the need for training on the effective use of AI technologies. This could also indicate that policies being drafted now may need to change in the future as experiences, practices, and attitudes change.

In a related strand of work, Chan and Tsi focused specifically on the capacity of generative AI for replacing human teachers [55]. Their rationale for this direct question was to assist educators in preparing for the inevitable integration of AI into educational settings. The authors review existing literature on the role of AI in the classroom and present a synthesis of its limitations, classifying these into eight categories covering 26 aspects. For example, the category ‘Emotional and Interpersonal Skills’ highlights the social-emotional competencies of human teachers and covers aspects such as human connection, cultural sensitivity and building trust and rapport. An online survey consisting of 11 closed items and several open-response questions was distributed to universities in Hong Kong and received responses from 144 teachers and 384 students. Students generally indicated an appreciation for the unique emotional qualities of human teachers, whereas they expressed concern about student misuse of generative AI tools. Despite some variation in responses, both students and teachers generally agreed that AI is not likely to entirely replace human teachers and in particular the social-emotional competencies only they can demonstrate.

A recent study by Amani used a survey to measure student and instructor perceptions of generative AI in academia with the goal of capturing perceptions, misconceptions, concerns, and current usage trends [25]. They argue that it is essential to report instructor and student perceptions now given the rapid changes and improvements in the tools that are underway. Two online surveys were created: a student-oriented survey focusing on current usage and perceptions; and an instructor-oriented survey focusing on how generative AI is affecting their current courses and how they think students should use it. Data was collected from 243 staff and 813 students at Texas A&M university, revealing a clear perception that resisting these new technologies is likely not feasible, and that teaching practices must adapt in response. Students value the high availability of the tools, but recognise the potential for their misuse. Forman conducted a similar online survey exploring student perceptions of ChatGPT [88]. Analysis of 71 responses to the 7-question survey revealed that students generally had a positive long-term view of the role that such technologies would play in their lives, and that they currently relied on ChatGPT to save time when working on assignments and projects.

Raman et al. investigate the factors that influence the adoption by university students of ChatGPT [166]. Their work, which utilises Rogers’ Diffusion of Innovation theory as a conceptual framework, proposes that five attributes of the technology influence its adoption, namely relative advantage, compatibility, ease of use, observability, and trialability. Their empirical analysis, which is based on a survey of 288 students, supports their hypotheses and indicates gender-based differences in how students prioritise the attributes.

Although online surveys have been a popular instrument in work exploring student and instructor perspectives, a few recent interview studies [121, 164, 190, 198] have investigated the impacts of generative AI on computing education research and practice. Notably, Lau and Guo recently conducted in-depth interviews with instructors to understand how they planned to adapt to the emergence of tools like ChatGPT and Copilot [121]. They conducted Zoom interviews with 20 instructors from nine countries. The interviews were framed around a hypothetical question, where participants were asked to imagine a future where students had access to an AI tool that could both write perfect code for any programming problem and that was undetectable to plagiarism detection methods. Instructors were asked to describe how they would adapt their pedagogical approaches over the short- and long-terms. In the short-term, the primary concerns centred around cheating and plagiarism, to which instructors have responded by relying more heavily on invigilated exams and educating students about current model limitations. Longer term perspectives varied, with one school of thought aiming to resist AI tools and teaching in conventional ways, and the other aiming to integrate AI tools into the curriculum to better prepare students for the changing requirements of industry. Specific examples from this latter category included using AI to provide more personalised help to students, using assignments that focus more on code reading, critique, and more open-ended design, in addition to using AI to evaluate new types of assessment tasks. These instructors also viewed AI as being potentially useful for broadening participation and accessibility in computing due to their capacity for providing personalised assistance. Significantly, whether they tended towards resisting or embracing AI tools, instructors generally agreed that the objectives of computing education will likely need to change to adapt to the growing influence of AI.

Zastudil et al. [198] conducted Zoom interviews with six CS instructors and 12 CS students. The analysis compared and contrasted their experiences, hopes, and concerns about the emergence of generative AI in computing education. Students and instructors aligned on key concerns such as over-reliance, model trustworthiness, and plagiarism; however, they diverged regarding how each group preferred those issues to be addressed. Students stressed the importance of crafting engaging and culturally relevant assignments as well as reducing busy work to address plagiarism, whereas instructors proposed increasing the weight of proctored exams. Students were concerned about the quality of the generative AI responses, and instructors were concerned that students would be unable to identify incorrect or misleading responses. Instructors and students were both excited about the potential for GenAI tools to shift course topics toward higher-levels of abstraction, such as design patterns.

Wang et al. [190] conducted a three-part study which culminated in Zoom interviews with 11 instructors. The authors found that instructors are concerned that students will misuse or over-rely on generative AI tools, but instructors did not have plans to adapt their courses due to a current lack of effective strategies. Instructors believed these problems would be harder to address in introductory courses. Similar to the findings of Zastudil et al. [198], instructors...
were concerned about how incorrect model responses might lead students to develop faulty mental models.

Rajabi et al. [164] interviewed 36 instructors in-person and 4 instructors virtually. Their interviews uncovered four primary themes that related to adapting pedagogy, plagiarism, assessment, and job preparedness. Instructors raised concerns about the trustworthiness of generative AI tools and their capacity to mislead students. However, instructors also argued that generative AI tools should not be banned because students will continue to find ways to use them. Instructors advocated for completing in-class assignments to mitigate plagiarism concerns, but acknowledged that this could increase student anxiety about exams and grade weight—a concern that has been previously raised in computing education [110, 120, 136].

Based on these prior interview studies, the goal of our survey was to provide a large-scale, systematic, and international overview of the experiences students and instructors have had with generative AI in computing education contexts and to uncover their preferences for how these models should be used in computing classrooms.

3.2 Methods for data collection and analysis

To better understand the perceptions and experiences of students and instructors in computing courses as they relate to Generative AI tools, we developed two surveys—one for students and a second for instructors. We designed the survey to have questions that were asked to both groups to facilitate comparisons between these two crucial stakeholders. This method also draws inspiration from previous studies that directly compare the responses from students and instructors to the same questions [53–55]. We also draw inspiration from previous large-scale surveys in computing education research. The use of online surveys and recruitment of participants via bulk email such as the SIGCSE mailing list is a common method, and has been used in work by Denny et al. [67], Schulte and Bennedsen [178], Elarde and Fatt-Fei [83], and Dale [63]. The following sections describe how participants were recruited and how the survey was constructed.

3.2.1 Recruitment and participants. We recruited 57 instructors and 171 students to complete the corresponding online surveys.

To recruit instructors we utilised the mailing lists of computing education professional groups including: ACM SIGCSE; the Australasian ACM SIGCSE Chapter; the UK ACM SIGCSE Chapter; the Ireland ACM SIGCSE Chapter; and the China ACM SIGCSE Chapter WeChat group. The goal for targeting these mailing lists was to draw a broad sample of computing education practitioners and researchers. However, we recognise that the resulting sample likely results in a selection bias of instructors who are particularly invested in computing education compared with their peers. This is a well-known challenge, as noted by Schulte and Bennedsen [178]. In an attempt to address this, we included a request for them to share the recruitment materials with colleagues in their department. This snowball sampling technique was also used by ITiCSE working group members to share the recruitment materials in their personal networks. Still, this approach does risk over-representing regions that have SIGCSE Chapters.

To recruit students we also used a snowball sampling method where instructors were requested to share a recruitment announcement with students through their courses and departmental mailing lists. In this case, it is possible that we introduce response biases due to factors such as as high-achieving students being more likely to respond to the survey. To address this potential we included the phrase “if you have struggled with your computing courses, your voice is especially appreciated to ensure better experiences for students like you in the future”.

3.2.2 Survey design. We developed surveys to focus on critical topics that have recently emerged across birds-of-a-feather discussions [135], workshops [138], and position papers [33, 74]. These topics include calls for curricular and pedagogical changes, consideration of ethics, and a need for replications and benchmarking. We also included questions inspired from work on plagiarism in programming assessments [22], student help-seeking behaviour [80], and from the related work discussed in Section 3.1.

This resulted in 35 questions for the student survey and 42 questions for the instructor survey (counting all open- and closed-response questions). The overlap between the student and instructor surveys included 27 questions that were either identical or differed due to minor rewordings that aimed to improve the readability between groups (e.g., “... using GenAI tools in ways that your instructors would not approve of?” on the student survey was reworded as “… using GenAI tools in ways that you would not approve of?” for the instructors).

The questions used in the student survey are listed in Appendix B, and those in the instructor survey questions are listed in Appendix C.

3.2.3 Thematic analysis. To analyse responses from students and instructors for the open-response questions we followed an approach for thematic analysis similar to the reflexive process described by Braun and Clarke [58]. The reflexive thematic analysis process is not prescriptive, but provides guidance for the phases needed to robustly explore, interpret and report patterns in qualitative data. Given that the resulting dataset was not very large (a total of nine open-response questions in common on the instructor and student surveys, and a total of 228 responses across both groups) the questions were divided between two researchers who analysed all responses to the questions they were assigned.

Each researcher began by reading the responses to familiarise themselves with the data, and then defining succinct labels that were assigned to each response that captured important features of the data. Practically, this process used a spreadsheet in which responses were listed in rows and the labels that were defined for coding the data were listed in columns. The final steps of the analysis involved grouping the labels into broader themes suitable for reporting.

3.3 Quantitative insights

3.3.1 Demographics. We recruited 57 instructors from 12 countries with an average of 18.2 years of teaching experience. Participants lived primarily in the USA (45.6%) with the United Kingdom (17.5%), Canada (8.8%), Jordan (5.3%), and Pakistan (5.3%) rounding out the top five countries. The most common class sizes that instructors
reported teaching were in the 11-30 (36.8%), 31-50 (26.3%), or 100-250 (24.6%) ranges. The majority of instructors self-identified as men (77.2%) with far fewer instructors identifying as women (19.3%) or non-binary (3.5%).

Through our snowball sampling method, we additionally recruited 171 student participants across 17 countries. The top five countries included New Zealand (35.7%), Jordan (17.5%), the USA (14.0%), Indonesia (8.8%), and Australia (7%). About half of the students self-reported being in their first year (48.5%). Students in their second, third, and fourth years accounted for 21.6%, 19.9%, and 7% of the respondents, respectively. The average number of courses taken was 4.6 with 38% of students only having taken one course. 90% of students had taken 10 or fewer courses. Most participants selected computer science as their major (42.7%). Additional majors included undeclared engineering (15.8%), software engineering (12.3%), computer engineering (7.6%), data science (5.3%), and information technology (4.1%). There were five participants who majored in either chemistry, supply chain, mathematics, economics, or psychology; and two students majored in physics.

3.3.2 Comparison of student and instructor perceptions. Figures 2 and 3 summarise students’ and instructors’ responses to the Likert scale questions on the survey. Responses from students and instructors to questions related to experiences and expectations were largely aligned. However, some important differences emerged for questions focusing on course policies. In this subsection, we review the results and briefly discuss the implications.

Experience and usage. Students and instructors shared similar experiences with GenAI tools, using them primarily for writing code and working with text. However, fewer individuals in both groups used GenAI tools for tasks involving images. Students had slightly more experience using GenAI for writing code than instructors. While the difference is currently minor, instructors should keep in mind that students may rapidly become more expert at using GenAI tools. In light of this possibility, instructors should proactively stay informed about these tools’ capabilities, even if they do not intend to incorporate them into their courses. This proactive approach is
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Ethics

To what extent do you think students at your school are using GenAI Tools in ways that you would not approve of?

<table>
<thead>
<tr>
<th>Ethical Practice</th>
<th>First Year Students</th>
<th>Upper-Level Students</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auto-generate a solution for the whole assignment and submit it without understanding it.</td>
<td>95%</td>
<td>95%</td>
</tr>
<tr>
<td>Auto-generate a solution for the whole assignment and submit it after reading it and completely understanding it.</td>
<td>60%</td>
<td>60%</td>
</tr>
<tr>
<td>Auto-generate a solution even for small parts of the assignment.</td>
<td>23%</td>
<td>23%</td>
</tr>
<tr>
<td>Use GenAI tools to &quot;explain&quot; how to solve the problem step-by-step.</td>
<td>19%</td>
<td>19%</td>
</tr>
<tr>
<td>To ask GenAI tools to comment, tidy and improve the style of the code.</td>
<td>16%</td>
<td>16%</td>
</tr>
<tr>
<td>Provide code to GenAI tools and ask them to help fix a bug.</td>
<td>11%</td>
<td>11%</td>
</tr>
<tr>
<td>Write the solution in a programming language (other than the one used in the course), translate it with GenAI tools, and submit the translated code.</td>
<td>53%</td>
<td>53%</td>
</tr>
</tbody>
</table>

Figure 3: Summaries of the survey responses from 171 students and 57 instructors: 1) students ranked their help seeking preferences from 1 to 6, and 2) instructors shared their beliefs about the ethical use of Generative AI Tools.

crucial to ensure instructors can continue providing meaningful educational experiences to students and remain well-informed about evolving technological advancements.

Similar use, different experience levels: Students and instructors use GenAI similarly, for writing code and working with text. However, students had slightly more experience using GenAI for writing code. Instructors should keep abreast of developments even if they do not plan on incorporating Generative AI in their courses.

Course and institutional policies. Students and instructors were aligned in their belief that some restrictions should be placed on the use of GenAI tools in their coursework. However, there may be some misalignment around what those restrictions should be. While students had mixed opinions about whether the university policies were clear, instructors largely disagreed with the statement that the policies were clear. This misalignment could lead to challenges where students are following implied policies rather than explicit policy guidelines. Given the shared belief that use should be limited, it is important that students, instructors, and institutions be aligned on course and institutional policies. However, it should be noted that students and instructors agreed slightly more strongly that course policies were clearly defined.

Policy and its application pose challenges: Students and instructors feel that some restrictions should be placed on the use of GenAI tools in coursework but differ more in what those restrictions should be and when they should apply.

Expectations and beliefs. Based on the responses from students and instructors, there was a close alignment in expectations and beliefs regarding GenAI tools. Both groups strongly agreed that GenAI tools cannot replace human instructors and that human teachers provide more effective guidance than GenAI tools. However, both students and instructors also expected GenAI tools to play an increasing role in the future of their teaching and learning, as well as in students’ future careers. This suggests that while GenAI tools do not currently replace the value provided by instructors, it is important for instructors to reflect on and clearly define their value to students. It may be that students rely less on instructors for explanations and help, but rely on them more for curating the
learning environment and ensuring that learning objectives are being achieved.

**Human instructors are essential, but GenAI is here to stay:** Students and instructors agree that GenAI tools cannot replace human instructors, and that human teachers provide more effective guidance than GenAI tools. However, both groups expected GenAI tools to play an increasing role in the future of their teaching and learning, and in students’ careers.

### 3.3.3 Help-seeking behaviours

We surveyed students about their help-seeking behaviours to understand how prominently GenAI tools are being used by students when they require assistance. The results indicate that students predominantly continue to favor web searches as their primary resource for help. Nevertheless, GenAI tools are progressively establishing themselves as a dependable resource, surpassing online discussion forums as a preferred source of help. Interestingly, the extent of students’ reliance on GenAI tools appears to be influenced by their academic program stage. Upper-level students exhibit a greater tendency to use generative AI tools over other resources, including peers, instructors, and teaching assistants. In contrast, first-year students still exhibit a preference for seeking assistance from their peers when facing challenges. This may reflect differences in the kinds of help students are seeking at different stages in their academic program or differences in their willingness to adopt new technologies, such as GenAI tools.

Using GenAI for assistance is in flux and varies by student level: The role of GenAI for help-seeking seems to be affecting forums more than web searches, and GenAI is used more by upper-level students while lower-level students leverage peers more.

### 3.3.4 Ethical use of Generative AI tools

To better understand the ethical uses of GenAI tools, we surveyed instructors about the scenarios of use that they considered unethical. The findings reveal a consensus among instructors that auto-generating an entire assignment solution is considered unethical when students lack comprehension of the generated code. However, instructors held differing opinions on the ethics of generating solutions for an entire assignment when students possess a full understanding of the generated code or when students write code in a different programming language and then translate it into the language used in the course. In these cases, approximately half of the instructors deemed such practices ethical, while the other half considered them unethical. This suggests that instructors may be supportive of students using these tools as long as students demonstrate a clear understanding of the task and achieve the intended learning outcomes of the course. Along this line of reasoning, instructors generally concurred that it is acceptable for students to employ these tools to generate solutions for specific portions of assignments, facilitate code debugging, elucidate concepts, or enhance the style and readability of their code. These are situations where the tool could save time without negatively affecting learning outcomes. Finally, when asked about the extent to which instructors believed that their students were using GenAI tools unethically, around half (50.8%) believed that many or almost all of their students were using the tools unethically.

**What constitutes ethical use is complex:** What is considered ethical varied between instructors and students. Instructors should provide clear guidance in their context.

### 3.4 Qualitative insights

#### 3.4.1 Instructor use of GenAI

We asked instructors to describe the ways that they currently make use of GenAI tools, seeking separate responses for text generation and code generation (Questions 16 and 17 in Appendix C). Overwhelmingly, for both types of content, the most common response from instructors was that they were not currently using GenAI tools. Half of instructors reported they had not used GenAI tools for text generation and 40% said they had not used such tools for code generation. A small number of these instructors (two and four for text and code generation, respectively) indicated they planned to use GenAI tools in the near future. For example, one instructor planned to use text generation tools to aid in preparing drafts for problems (i.e. “None currently, but plan to use in the near future for generating ungraded practice problems or first drafts of graded problems”), and another instructor planned to start using code generating tools in the upcoming semester (i.e. “So far I have not, but I will next spring to help write code.”). This points to an emergent interest in GenAI from instructors in our survey and recognition of the use of GenAI for teaching.

The primary theme to emerge from responses around the current usage of text generation tools was for the creation of a wide variety of learning resources. Of these resources, equally popular was the production of assessment questions (i.e. “Occasionally will work with ChatGPT to ideate exam questions”) and for aiding in various kinds of writing tasks such as report writing and turning brief notes into longer form prose (i.e. “Generate readable sentences of my brief notes”). Other types of text-based artefacts that instructors reported creating were course materials, examples for students, explanations of complex algorithms, and scenarios for highlighting ethical issues in software engineering.

Several other interesting uses of text generation tools were mentioned. Several instructors described using such tools to support other tasks, such as for performing background research, overcoming writer’s block, and for paraphrasing papers when constructing references (i.e. “creating a reference for paper and paraphrase”). Several instructors highlighted the summarisation capacity of GenAI tools since they can effectively condense long-form text content. One instructor used this feature to extract insights from written student feedback (i.e. “paste in student feedback about course and ask GenAI to summarise for me”). Finally, one instructor reported integrating text generation capabilities into other tools designed to
support students (i.e. “We are actively building a tool to help respond to common questions for students in forums”).

### Low uptake of GenAI tools:
The survey revealed that most instructors are not currently using GenAI tools for text or code generation, but some have expressed plans to integrate them in the future. The tools, when utilised, are primarily used for creating diverse educational materials, however, satisfaction regarding the quality of outputs vary.

When reporting their use of code generating tools, instructors describe a variety of tasks that involve creating code in varying levels of detail. Many responses to this question described fairly generic use of such tools (e.g. “Code writing”, “generating part or some of function”), whereas some were much more specific. For example, several instructors described generating code examples that they would then give to their students to modify or analyse. One instructor described generating code as a way to help them understand the suitability of certain topics and common coding patterns (i.e. “I use GenAI tools to write initial code on topics I am looking into including in coursework or learning more about for course purposes in order to understand common forms of code”).

Another reported use was for generating programming exercises that could be given to students for practice. This included some novel ideas, such as asking students to compare their own code with code generated by the AI tool, and asking students to use ChatGPT to generate code and then critique the output that it produces, including highlighting necessary changes. One instructor noted that attempts to generate exercises suitable for their course were largely unsuccessful due to lack of context regarding the course structure (i.e. “But because it lacks context about the ordering of course concepts and the goals of the exercises, it has not been much help”). Another instructor also mentioned that such tools were not particularly helpful to them for coding, noting that they often found it quicker to write the code themselves, but that they did find value in using it to generate data (i.e. “I used it fairly heavily in a database course to generate sample data”).

Overall, most instructors who participated in our survey were not currently using GenAI tools, although several were explicit in their plans to do so in the near future. Those that were using them were doing so to generate a broad array of educational content, including assessment questions, practice exercises and examples, although not all appeared satisfied with the outcomes.

### 3.4.2 Instructor observations of student use of GenAI:
We asked instructors to describe their observations regarding how students are currently using GenAI tools (Question 26 in Appendix C). The most common response to this question, mirroring the earlier results regarding their own use of the tools, was that they had not observed students using GenAI tools. However, this was relatively less common (reported by fewer than one-third of participants), suggesting that instructors have observed their students using GenAI tools more than the instructors use the tools themselves.

The next most common theme that emerged, appearing in 20% of responses, was around academic misconduct. Instructor responses for this theme indicated that students frequently use generative AI tools to cheat on their assignments, in-class exercises, projects and on exams. They noted students using AI for generating complete solutions, including “blindly copying and pasting solutions”, and submitting these as their own work even when they sometimes contained advanced elements that were not taught in the course. One instructor responded to the question about how their students are using GenAI tools with: “Comprehensively. They are feeding my assignments into ChatGPT and directly copying results and handing them in”. This misuse of the tools was a clear concern for instructors, and highlighted problems around over-reliance (i.e. “they don’t check and don’t understand the solution generated most of the time”), and “they don’t realise that it generates something very different from what was asked”).

More positive uses of the tools were also reported. The next most common theme was around using GenAI tools to debug and understand code. Instructors reported observing students use AI for debugging purposes (i.e. “they have used it to help fix errors and better understand compiler messages”), to generate test data and code (i.e. “writing test cases or code to generate test data”), and for explaining code that they do not understand. A similar number of responses also focused on generic code writing help, such as “to complete small coding exercises.” Two instructors mentioned that the students they had observed using GenAI for writing code actually found the experience frustrating, noting that it would have been easier to write the code themselves. A related, but less common theme, was around the use of GenAI tools as a conceptual learning aid. A few instructors discussed students using AI to help them understand topics better from the class, and assisting with ideation for project work but not giving complete solutions (i.e. “They are using them to better understand topics from class (when they miss a meeting, get distracted, whatever)”).

An interesting theme emerged around language enhancement and communication. Several instructors observed students using generative AI tools to help improve their English language skills, both in their essays and in communicating with others online, such as writing emails or making posts on forums (i.e. “We have a variety of students using them to generate English text particularly among English language learners even for short textual interactions (like a brief regrade request)”). However, not all instructors viewed this use positively, with one commenting (i.e. “Students use it when they are not comfortable with their English skills, and the results of this is really frustrating/insulting to read”).

### Potential for Academic Misconduct:
Where instructors have observed students using GenAI tools, there are concerning reports of academic misconduct, including generating complete solutions for assignments. On the other hand, some instructors observed students using GenAI productively for debugging, generating test data, understanding code, and improving English skills.

Finally, it is worth noting that not all of the responses to this question appear to be derived from direct observation. At least one response indicated that they had no proof but were “pretty sure” (relating to academic misconduct). While instructor responses to this question do reveal the potential for GenAI tools to be used to aid student learning, they also highlight a concerning trend of academic misconduct and over-reliance. This underscores the
importance of providing clear guidelines to students in how to use such technologies productively and ethically in computing courses.

3.4.3 Student use of GenAI. Similarly, we asked students to describe the ways that they currently make use of GenAI tools in computing courses for both text generation and for code generation (Questions 18 and 19 in Appendix B).

Many of the students in our survey had not used GenAI in their courses, with around 40% of participants responding in this way for both text and code generation. This proportion was similar to that of the instructors who had reported not using GenAI. Of the students who reported not using GenAI, a small portion (fewer than 5%) refused to do so for various reasons ranging from the risks around learning to it detracting from their joy of programming (e.g. “I do not use it at all. I love programming, I love to write programs, and I would not let anyone else do it for me”) and “I do not use GenAI tools in computing courses at all. Struggling and debugging is a valuable part of the learning process”). Several students were equally emphatic about not using such tools in the future (i.e. “I will never use GenAI for computing courses for code generation”), and one student also refused to use GenAI tools on ethical grounds (i.e. “I do not feel that the output produced by a GenAI tool can safely be called ‘my own work’, when GenAI tools use so many other people’s work as input to produce their result”).

**Student Adoption of GenAI Tools:** Most students have explored GenAI tools for text or code generation. Those who do use GenAI tools most commonly apply them for paraphrasing or summarising text, for debugging errors in their own code, and slightly less often, for code generation. However, some emphatically refuse to use these tools due to concerns around risks to learning and ethical issues about originality. This framing may help when providing course policies and explaining ethical considerations in syllabi (see Appendix D).

With respect to text generation, the most common use (reported by 20% of students) was paraphrasing or summarising existing text, for example to improve their own writing (e.g. “I use AI to summarise my own writing to see if the point I want to communicate is clear” and “I will write something and then put it into ChatGPT to make it read better”) or to produce a summary of a large quantity of text (e.g. “I use it to write summaries about books I’ve been reading”). A smaller proportion of students, fewer than 15%, reported using GenAI tools for writing new text, with responses ranging from very short descriptions (i.e. “writing reports”) to much more detailed processes including iterative development of written reports through multiple rounds of prompting (i.e. “I keep sending prompts for it to judge résumés” and “I’m genuinely concerned about companies realising they only need 1/5 or 1/10 as many software engineers... especially since GenAI can read an entire codebase and easily put together working code from a prompt from a senior dev that also passes tests created by senior devs”). Interestingly, a student argued that competition for software engineering jobs will increase because GenAI will make learning programming easier, which “will likely draw the attention of a lot of new people who would otherwise be uninterested in programming”.

A different concern raised by some students relates to the hiring process itself. Two students indicated that the use of AI tools to “judge résumés” might have a “massive impact” on employment. According to one student, it feels “unethical and unfair” and it is “incredibly draining to know that all that’s between you and a job is a machine”. Three students also mentioned that standing out to employers will become harder, given that many applicants might use GenAI tools to build portfolios that make them appear as solid candidates despite lacking the required skills. According to one student, such candidates “will flood the job market”, and it will be harder for future employers to distinguish between them and those who genuinely have the required skills. These concerns were recently echoed by Armstrong et al. [27] who explored the impacts of automated hiring systems as “black boxes”.

While many students raised concerns, a good number of students (28) indicated that they are not concerned about AI taking over their
jobs or about the job market being significantly impacted. Some of these students questioned the ability of GenAI to perform the tasks that humans are good at (e.g. “I do not think coding will become obsolete though, AI isn’t even close to that good yet.”). Other students questioned whether the job market will change at a fast enough pace to pose a threat to their employability in the near future (e.g. “I strongly believe that a proper programmer will most likely not be affected in terms of employment in the coming 7-12 years by GenAI” and “at least for the next ten years employment will be fine, my skills are transferable and I am always happy to learn new things.”).

**Implications for Future Employment:** Students expressed mixed views on how GenAI tools might affect their future career prospects. While some believed job opportunities would decrease, others were optimistic that these tools would improve their productivity and give rise to new careers.

Beyond this, many students thought GenAI would have a positive impact on their future employment. Eleven students mentioned that they expect more job opportunities to emerge because of advances in GenAI tools, and 32 students indicated that GenAI will have a positive effect on their productivity in the workplace. In fact, expecting an increase in work efficiency was the most commonly occurring comment amongst student responses. As one student put it: “it will make work so much easier; no more boilerplate code, or searching forever through StackOverflow”. According to another student, GenAI tools will “allow for more creative flow, more interesting products because the hard work can be done easier, less research time on how to complete a job, and more time completing it”. Additionally, several students indicated that GenAI tools help them learn better, and thus will improve the skills they need to get employed (e.g. “It can teach LeetCode pretty good :) so I’ll have better chance to pass the technical interview”). This attitude is orthogonal to that of some of the students whose responses showed negativity towards using GenAI tools while learning. According to those students, relying on GenAI tools may reduce their understanding of the material and thus affect their future chances of employment.

**Conditional Acceptance of GenAI Tools:** Both instructors and students suggested that whether the use of GenAI tools is permissible should depend on factors such as the course level, assessment type, purpose of the task, and how the tools are used. This indicates the need for nuanced guidelines and policies when dealing with GenAI in academic settings.

We asked students the same question (Question 13 in Appendix B). Student answers were more diverse and more polarised than those of the instructors. Interestingly, a good number of students (n=29) argued for disallowing the use of GenAI tools in all coursework and exams. Some also argued for completely disallowing them even outside assessment (i.e. while learning). The arguments used by these students included a range of reasons, like ethical concerns regarding how the models were trained, concerns regarding the correctness of the tools, and concerns regarding the fairness of assessments if these tools are used. However, the majority of these students argued that the use of GenAI tools “harms learning” and “defeats the purpose” of assessments. Some of these students made strong statements indicating that GenAI tools “have no place in learning”, are “completely counter-intuitive to going to University”, and are “only used by people who aren’t smart enough to solve problems on their own!”.

Many of the students opposing the use of GenAI tools emphasised the importance of doing the assigned work and going through the full “discovery process” without “taking shortcuts”. A student said: “effort is the road to success and minimising effort can create a generation of couch warriors”. This comment captures the gist of many of the responses that linked using GenAI tools with deficient learning. Another recurring argument was that using GenAI tools in coursework and exams defeats the purpose of assessments. A student likened it to continuously “looking to the back of a textbook for the answer” and another likened it to having someone “sitting next to you and helping you” complete the work on which you are being assessed.

On the other hand, fewer students argued for always allowing the use of GenAI tools. An argument made by several of these students was that GenAI tools are “the future of where the industry is going” and thus learning how to use them is important for their success. One student said: “when we go into employment, we will need to use whatever resources we have available to us to be as productive and efficient as possible”.

3.4.5 **Student and instructor perspectives on when GenAI tools should be allowed.** We asked instructors to elaborate on when they believe GenAI tools should be allowed or disallowed (Question 12 in Appendix C). The prevailing sentiment in the responses was that GenAI tools should not be used when students are learning the basics. Hence, many instructors indicated that GenAI tools should be disallowed in lower-level courses but allowed in upper-level courses. Some instructors argued that it is a function of complexity rather than course-level. For example, more complex assessments (regardless of the course level) are more appropriate for the use of GenAI tools than simpler ones that can be easily completed in their entirety by the tools.

Another recurring and related theme was that allowing the use of GenAI tools depends on the course and assessment learning outcomes. For example (as described by an instructor), “if the assignment is to create a website with the goal of learning to apply HCI principles in the design, they should be able to use GenAI or other tools for the mechanical code generation”. However, if the goal of the assignment is to see if they can write a piece of code, then they should not use GenAI tools to generate that piece of code. An instructor argued that “this is analogous to many other practices within the University; for example, a student would not normally have to build their own computer, but if they were on a hardware design course they might have to, and submitting a purchased machine would not satisfy the learning outcomes of the module”.

A minority of the instructor responses supported unconditionally allowing the use of GenAI tools. Some said that their use is fine as long as the student acknowledges that appropriately. Others argued that it is useless to attempt to disallow their use outside closed-exam conditions, as students will use them anyway. At the other end of the spectrum, a few responses supported always disallowing them, or disallowing them in all graded assessments (regardless of the level, type, topic, etc.).
The majority of students argued for a situational or a conditional use of GenAI tools. They provided a wide range of factors that affect (in their point of view) when the use of GenAI tools is acceptable. These factors include:

- **Course level**: GenAI tools should be allowed in upper-level courses, but not in lower-level courses when students are learning the basics.
- **Assessment type**: GenAI tools should be allowed in coursework, but not in exams.
- **Assessment weight**: GenAI tools should be allowed in minor assessments that carry a small weight, but not in major assessments.
- **Task goal**: GenAI tools should be allowed if the goal is the application of already-learned concepts (e.g. to build an artefact). It should be disallowed if the goal is learning the concepts.
- **Task size**: GenAI tools should be allowed if the task is large and complex, requiring stitching many pieces together. It should be disallowed if the task is small or trivial.

While these factors relate to the assigned task, some students felt the acceptability of the use of GenAI tools should be conditional on the way the tools are used, rather than on the task itself. For example:

- **How**: Using GenAI tools with understanding is fine. Blind copying and pasting of answers is wrong.
- **How much**: Using bits and pieces or partial solutions generated by GenAI tools is fine. Using a complete solution generated fully by a GenAI tool is not fine.
- **Why**: Using GenAI tools as a last resort, when stuck, or when there is no other way of getting help is fine. Relying on GenAI tools right from the beginning is not fine.

The last category above is interesting as it assumes that, in general, the use of GenAI tools is unethical unless it is out of necessity. The following are several quotes from the student responses that support this idea:

- GenAI can be used as a last resort when the lecturer is rather difficult to explain a material and students use GenAI when they cannot understand what is being explained or assigned at all.
- GenAI should be allowed if the courses force us to do work manually without any mentoring. Vice versa, if the mentor is giving course completely i think GenAI should be disallowed.
- ... when you run into a dead end and even after looking online and asking a friend and either don’t know or you still don’t understand to go and ask GenAI for an answer.
- I believe GenAI should be allowed sometimes when you have no one else left to ask.

4 CURRICULUM AND ASSESSMENT

In the past 50+ years, a great body of research within the SIGCSE community addressed many trends, opportunities and challenges in Introductory Programming (CS1) courses [133]. Among these are teaching and learning approaches, new forms of assessment, shifts in content, tools, and overall course design [38]. For example, around the turn of the millennium computing educators passionately debated whether to use an objects-first approach (or not) [60]. Similarly, Alice, Scratch, Blockly, and other block-based programming languages have been the subject of much research [147, 168, 179]. Although these developments were important for many reasons and groups of (present and future) students, they are not comparable, at least not in pace and ubiquity, to the rapid changes Large Language Models (LLMs) are currently triggering in higher education, the computing disciplines, and CS1 in particular. With LLMs available on nearly everyone’s phone and laptop⁴, it is not only knowledge that is instantly retrievable but also problem explanations and solutions - in the form of programming code that is not necessarily correct. Given the pervasiveness of LLMs, this paradigm shift regarding the availability of knowledge, solutions, examples, and content (particularly in the form of code) is more comparable with the advent of the internet than other developments in the annals of how we teach and learn computing—yet the speed of internet adoption was much slower as a whole.

Given the myriad impacts of LLMs, it is important to acknowledge that educational systems are notoriously slow to change. Reasons for this are many, yet Lee Shulman [182] adds the pedagogical psychologist perspective, pointing out that the “signature” of a profession’s teaching and learning is pervasive and perpetuated at three levels: surface, deep, and implicit (i.e., curricula, pedagogy, attitudes & values). Now, however, with the seeming ubiquity of LLMs, it is inevitable that educators consider their impact on teaching, learning, assessment, and delivery, leading to possible redesign of their courses at all of these levels. Additionally, perceptions and experiences of both students and educators also vary, often focusing on difficulty [35, 132] and LLMs may stand to impact this long-standing issue.

Based on the concept of Constructive Alignment [42], learning objectives need to be aligned with exercises, assignments, and assessment methods. Therefore, we discuss the relevance of LLMs for CS curricula and assessments with regard to course objectives, and course activities including formative and summative assessments. This discussion is centred on expert interviews we conducted with introductory programming educators, focusing on their changed educational views and practices to highlight how computing education is evolving (with what seems to be lightning speed) in light of LLMs.

4.1 Methodology for expert interviews

To understand how computing curricula and assessments are currently being affected by the emergence of LLMs, we conducted an interview study with computing educators as experts in the field. The interviews were semi-structured, with an interview guide as a basis. Using the purposeful sampling method [146] led to the selection of experts via the authors’ networks, who were contacted via email. Moreover, an invitation was sent out to active contributors to a discussion thread from the SIGCSE mailing list concerned with LLMs. Another recruitment attempt was made via an open question

---

⁴Acknowledging that internet access is required to access LLMs, and that subscription-based services which could be superior to free ones present issues of access based on means, and potentially opening new divides.
in the instructor survey, where respondents willing to elaborate on their responses in an interview could enter their contact details (see Appendix C). The most important criterion for inclusion was that educators would have concrete plans or views toward changing their current course structure, assessment, or classroom practices in light of LLMs. This is one of the main ways the present work differs from that of Lau and Guo [121] discussed in Section 3.1.

The interview guide included the following questions and follow-up questions:

- Which course(s) are you teaching in the next semester? [If they are teaching multiple courses, then try to talk about one particular course or at least make sure it is clear which course is under discussion at any point in the conversation.]
- Do you have an explicit set of written learning objectives/competency goals for this course?
  - If yes, will LLMs change these goals?
  - If yes, what goal will change or be removed? What goal(s) will you add?
  - If no but they have informal learning objectives, ask how they think these will change (or have changed).
- Are you planning to change your pedagogy and/or learning activities because of LLMs?
  - If yes, how (what did you use before, how do you change it, and why exactly)?
- Are you planning to change the assessment mechanism?
  - If yes, how (what did you use before, how do you change it, and why exactly)?
- What is your vision for that course in the context of LLMs?
- Which opportunities for enhancing teaching, learning, and assessment can you think of?
- Which challenges come to your mind if you think about LLMs in the context of computing education?

These questions resemble some of the survey questions, but they allow for a more in-depth elaboration of instructors’ practices. Interviews were scheduled to last between 20 and 60 minutes. In practice most were closer to 60. They were conducted via Zoom and automatically transcribed via speech recognition software, followed by a correction loop by a human (interviewers checked transcripts of other reviewers, not their own). After the transcripts were finalised, we deleted all audio and video recordings in accordance with the protocol submitted to the University of Toronto Research Ethics Board, who approved it prior to the study. Respondents were free to decide if they wish to remain anonymous or to be named. Those that are named in this report gave their consent for this. Affiliations are noted in the acknowledgements section and with the interviewees’ first mention in this section. We also allowed participants to review a draft manuscript before final publication, to ensure that they are not misrepresented.

The sample comprises 22 computing educators from nine countries and five continents. Table 6 shows the locations of the interviewees.

The interviews, which reflect practices from the teaching community in this new context of Generative AI were fully transcribed verbatim and served as a basis for thematic analysis [47, 170]. Initial themes were deductive, rooted in the literature review (see Section 2). As a next step, themes were reviewed and refined inductively based on the interview material, resulting in the structure presented in the following sections. Two of the authors reviewed both the verbatim interview transcripts and the identified themes for all interviews. Next, themes were discussed and specified among four of the authors. Interview summaries were then compiled based on these themes and double-checked against the themes and transcripts by a second author.

### 4.2 Learning objectives

The rise of LLMs is causing many instructors to rethink their course learning objectives. For instance, as students increasingly use LLMs to write programs, instructors might need to put less emphasis on writing code and more emphasis on reading code. Some researchers have begun to investigate this new emphasis [33, 188]. Although the ability to both read and trace code has always been important [19, 128], an examination of course syllabi showed that this is often an afterthought [37, 112, 114]. Similarly, many topics in introductory programming and computing in general have been heavily researched up to now, yet their effects on the curriculum vary [38, 59, 111]. Large language models have been recently linked with many of these topics in various ways [33, 191]. Such topics include metacognition [73, 130, 156], algorithmic/computational thinking [31, 171], communication skills [154, 193], and their respective dispositions.

In 2019, Becker and Fitzpatrick [37] collected syllabi from 234 introductory programming courses from around the world and made their data available publicly for others to use (and contribute to). One of the types of data they categorised was explicit learning outcomes. Of the 234 syllabi, 154 contained explicit learning outcomes. The five most common learning outcomes were: “testing and debugging,” “writing programs,” “selection statements (if/else, etc.),” “problem solving (including computational thinking terms),” and “arrays, lists, vectors, etc.” These five objectives appeared on at least 40% of the syllabi. Looking through the full list of learning objectives, the only one that was directly related to reading code was “tracing program execution”, appearing on only 3% of syllabi. Kiesler conducted a similar study in 2022 [112, 113] using syllabi from 35 German universities. She found that the most common objective was “writing code” and that the objective “being able to

<table>
<thead>
<tr>
<th>Country</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>1</td>
</tr>
<tr>
<td>Brazil</td>
<td>1</td>
</tr>
<tr>
<td>Denmark</td>
<td>1</td>
</tr>
<tr>
<td>Germany</td>
<td>2</td>
</tr>
<tr>
<td>India</td>
<td>1</td>
</tr>
<tr>
<td>New Zealand</td>
<td>1</td>
</tr>
<tr>
<td>The Netherlands</td>
<td>1</td>
</tr>
<tr>
<td>UK</td>
<td>2</td>
</tr>
<tr>
<td>USA</td>
<td>12</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>22</strong></td>
</tr>
</tbody>
</table>

Table 6: Countries of Interviewees.
read, explain and identify the output of (foreign) code” appeared on less than 10% of syllabi.

In response to the rapid advance in LLM capabilities, educators are reconsidering their courses’ objectives. In the following subsections, we present the respective themes identified in the interview transcripts and relate them to some recent studies in the field.

4.2.1 How instructors are changing their learning objectives.

Several instructors discussed changes in their upcoming course learning objectives. However, given the rapid emergence of LLMs in computing education, in most cases, these changes are not yet reflected in official curricula or course syllabi. Instead, some educators are changing more fine-grained learning objectives in their courses.

James Davenport (University of Bath, UK), for example, introduced two new sessions concerning the impact of LLMs on cybersecurity in his class. Even though the official course objectives remain as they were due to their general nature, Davenport has started to teach students how defenders and attackers could take advantage of LLMs.

Many educators acknowledge the dynamic nature of technology and anticipate potential adjustments to their learning objectives in the near future. Viraj Kumar (Indian Institute of Science, Bengaluru, India) expressed the need for flexibility, recognising that changes might be necessary as technology evolves even further:

“And even now I’m sort of holding my breath because now I’m saying, hey, let’s put out these things, but you know, maybe things change.”

Statements like this reflect the fast pace of advancing technologies in computing education and educators’ openness to adapting their practices. Kumar recently updated their CS1 class of approximately 50 students to include the topic of LLMs’ role in code generation.

Educators like Ewan Tempero (University of Auckland, New Zealand) emphasise the role of LLMs in automating routine tasks, enabling educators to shift their focus toward nurturing critical thinking skills: “The more tools that [students] have to support doing the stuff that really isn’t that interesting, the more [educators] can focus on the interesting stuff like critical thinking.” In this context, Briana Morrison (University of Virginia, USA) highlighted the importance of using citations with LLM-generated code and teaching students to evaluate LLM output in a critical manner. Even though educators are not teaching students how to write prompts at the University of Virginia, they are “going to have a statement in the syllabus that using LLMs is allowed. However, we are going to require a reference, like a citation, that says this was generated by an LLM.”

Some educators, including Leo Porter (University of California San Diego, USA) note the importance of prompt engineering when using LLMs. Porter introduced new learning goals for his CS1 class, emphasising the non-deterministic aspect of LLMs, prompt engineering, and problem decomposition. Porter feels that crafting effective prompts is a competency students should develop as students should learn how to interact effectively with LLMs, ensuring that they obtain meaningful and accurate results. As for problem decomposition, Porter said: “We didn’t used to teach problem decomposition” but felt that this was part of their hidden curriculum that he and his colleagues are pleased to see moving to the forefront.

In this context, Michael Kölling (King’s College London, UK) adds that LLMs might force us to look at learning outcomes at the program level instead of the course level and that using LLMs

should be explicitly taught. This aspect is also emphasised by Kristin Stephens-Martinez (Duke University, USA) who said “We’re going to help students understand how to use LLMs ... and you all [the students] need to understand that ChatGPT is fallible, and you need to be very critical of what it’s doing.” Rodrigo Duran (Federal Institute of Mato Grosso do Sul Brazil, Brazil) explicitly encourages students to test and understand LLM-generated code, enabling them to evaluate if the LLM answers are correct and to adapt their answers accordingly.

A recurring theme among the educators we interviewed was the elevation of code comprehension and critical thinking skills. Jean Mehta (Saint Xavier University, USA) highlighted the need to assess students’ ability to read and understand code more thoroughly, a competency that has often been overlooked in the past. Mehta concludes that “we should have more time to spend on these kinds of things.”

It is possible that the impact of LLMs on introductory programming might go beyond changing course objectives and lead to the introduction of entirely new courses, syllabi, and learning objectives. An example of such a recent development is the “Generative AI” online course by DeepLearning.AI [63].

4.2.2 Preserving core learning outcomes. Computing education has always experienced change over time as new tools and technologies were introduced. Although LLM-based tools like Copilot may serve as a useful springboard for solving CS1 problems, students still need to dedicate time to learning algorithmic thinking, program comprehension, debugging, and communication skills [191] in order to become not only proficient computing experts but also to use LLMs effectively. A number of interviewees shared this perspective and highlighted the need to preserve several core learning outcomes.

Educators who do not alter their learning objectives stress their focus on teaching fundamental programming concepts. The learning objectives of Peter Mawhorter’s (Wellesley College, USA) introductory CS1 class remain stable and focus on fundamental concepts. Similarly, Frank Vahid (University of California, Riverside, USA) believes that it is still important to teach students how to define variables, use branches or loops to solve problems, how to use functions to keep code modular or use C++ vectors to store data. Thus, students still need to learn to code and practice. In the era of LLMs, Vahid thinks “... the most pressing thing is making it [assessment] harder... it [Generative AI] takes the work out of homework.” Vahid pointed out that students have for some time been getting help through other means such as Discord forums, Chegg, Stack Overflow, Piazza, etc., noting that “We’ve had a leaky roof for a long time. And LLMs are the storm that finally causes us to be flooded.”

Similarly, Leo Porter, who recently published a textbook with Daniel Zingaro for teaching introductory programming with the help of LLMs from day one [155] emphasised the importance of preserving core learning objectives that focus on teaching fundamental programming concepts. Porter noted that these objectives remain unchanged due to the foundational nature of the skills taught. They conclude that “… things are staying the same for the Intro class because the skills I’m teaching there are so basic.”

Some educators, including Mark Liffiton (Illinois Wesleyan University, USA), view LLMs as valuable tools that can aid students in
4.2 Course activities

LLMs can be useful in generating several kinds of learning activities, including novel variations of programming assignments [174]. However, this may introduce problems such as ensuring that students have been provided appropriate content in order to understand novel variations. LLMs can also generate good explanations of code [94, 123, 137, 174]. This provides a mechanism for novices struggling to understand the run-time behaviour of novel problems to get auto-generated and hopefully helpful explanations. This use-case exemplifies the potential for LLMs to ease the burden often felt by teaching assistants, and could be a first line of help for students [174]. Another type of learning activity that can be provided by LLMs occurs in settings where students use them to help generate code solutions. Here, students can use LLMs in an iterative improvement loop. Students can continually alter prompts to refine the model output helping them to ‘build-up’ a solution [196]. In their interview Mark Liffiton took this concept one step further stating “So they’re great educational tools because they can give something akin to one-on-one tutoring... and I think there’s a ton of value in there.” This particular use-case of LLMs is less about what LLMs can produce, but what they can do for students (and educators) and aligns with what the Artificial Intelligence in Education (AIEd) community has been discussing for years [34, 96, 97, 131].

Liffiton has also developed a tool called CodeHelp [127] that uses LLMs, which he is going to use with his students. The tool can do some of what ChatGPT can do, but specifically does not solve the problem, and does not give students complete solutions - a kind of “sanctioned” access to the educational power of LLMs. This could combat the concern of students becoming over reliant on them, and not actually learning from them. Mark sees this as adding to the course learning objectives to include working with this new tool and therefore LLMs. Similarly, Frank Vahid sees LLMs as tutors that will be available around the clock, and importantly, as tutors that will not judge students, stating “I’m very hopeful that it will become another TA for the class.”

An important aspect of teaching is using carefully crafted examples to illustrate salient points. If the goal is to use a real or running example, it can be tedious to have to deal with the many irrelevant (to the example at hand) aspects of a problem in order to ensure the example compiles and runs, in addition to keeping focus on the point desired. LLMs can help instructors with the tedium of such minutiae [137, 181].

Many of the student-initiated possibilities discussed above come with academic integrity concerns we discuss in Section 6. Several interviewees were aware of this, stressing the need for educators to emphasise the importance of students doing their work.

Perhaps the most extreme example of how Generative AI might be used in the introductory programming course comes by way of Daniel Zingaro and Leo Porter’s new textbook [155]. The book begins by introducing students to the GitHub Copilot plugin within the Visual Studio Code IDE before students have learned to write a single line of Python code. Students create their first programs by typing English comments and letting Copilot generate the code. This corresponds to the sketch model from Alves and Cipriano’s Cen-taur Programmer [24] where the programmer generates the outline of the solution and the AI fills in the gaps. As Zingaro and Porter explain each line of LLM-generated code, they use the opportunity to teach the related Python syntax and programming concepts. But
before they do this, they introduce functions and use this to motivate top-down design. Porter will be teaching 700 students using this approach in the upcoming semester (September 2023).

4.3.1 In-class Activities. LLM-based tools have motivated some changes to activities that specifically happen during classes. Denny et al. [70] found that Copilot’s performance is substantially improved when it is prompted with individual problem-solving steps in natural language and they explicitly encourage teaching prompt engineering to students. David H. Smith IV (University of Illinois, Urbana-Champaign, USA) will be using a tool and specific exercises for students to practice LLM prompts so they can use LLMs effectively. Leo Porter also stated that they will be adding a learning goal on prompt engineering as discussed earlier.

Although not planning on getting into prompt engineering, Briana Morrison is going to do more live coding with LLMs in the classroom including analysing why certain code is wrong. Viraj Kumar has also used Generative AI for live coding. Jérémie Lumbroso (University of Pennsylvania, USA) created guided sessions using LLMs and shows examples of them giving incorrect answers. Similarly, Kristin Stephens-Martinez told us that they plan to work out examples in advance of using prompts that demonstrate a hallucinated answer or other technically incorrect responses to help students see for themselves that LLMs are not oracles. Austin Cory Bart is going to demonstrate the use of LLMs in class for three reasons: First, because LLMs are a great way to introduce AI topics, providing a way to bring advanced material into the introductory course so students can look forward to what is coming later. Second, Bart feels that if it is not discussed with students they will just use it anyway, but in a more misguided manner. Finally, Bart stated: “At some point we have to start incorporating these tools... programmers are going to be putting these tools into the workflow. And I see that on my own... when I’m coding this summer having co-pilot auto-complete an entire function that I just started writing, that’s too much of a game changer for it not to be addressed.”

Interestingly, Leo Porter is the only interviewee who mentioned pair programming directly. Porter plans on continuing to use pair programming and peer instruction in class. Dan Garcia noted that LLMs should be used as nudgers, hint-givers, or help-givers, but not oracles—seeming to match the desired role of a human pair programmer. Michael Caspersen also noted that LLMs should be integrated into peer-to-peer learning. Other examples in the literature have speculated on what may come of pair programming in light of LLMs. For instance, Dakhel et al. noted that when used by experts, Copilot can be an asset as its suggestions could be “comparable to humans” in terms of quality. However, it could become a liability when used by novices who may fail to filter its buggy or non-optimal solutions due to their lack of expertise [61]. Wermelinger stated it is not surprising that GitHub dubs Copilot as “your AI pair programmer”, even though the interaction is far more limited than with a human—notably, Copilot does not provide a rationale for its suggestions [191]. However, Frank Vahid did mention a positive aspect of how many Generative AI tools present their output, noting positively that LLMs generally do not judge the student.

However, in the same way that they expect students to learn to use an IDE on their own time, some instructors have indicated that they will not be dedicating classroom time to explicitly teaching students LLMs. Rodrigo Duran is not actively encouraging LLM use but at the same time is not actively discouraging their use. Dan Garcia does not plan on incorporating LLMs into their course, at least for the time being, choosing to keep their “ear to the ground” and see what others are doing, and stressing that the fundamentals are important: “Do we stop teaching long division now that we have calculators? Do we let students use calculators when they are learning long division? No and no.” Peter Mawhorter does not plan to allow LLM use in their course out of fear of harming particular students, expecting that a small percentage of students—likely those who are marginalised in other ways—will have bad experiences due to biased, possibly sexist, or racist output. It is also possible that these tools will give different outputs to different students, for instance, based on the student’s name if provided in a starter code or a prompt.

4.3.2 Unsupervised Activities. Student use of LLMs in unsupervised learning activities, self-assessments, and other, self-directed scenarios have also been the subject of research. MacNeil et al. [137], for example, used GPT-3 and Codex to generate three types of code explanations (line-by-line explanations, lists of important concepts, and high-level summaries) from code snippets from an instructor-developed web software development e-book. They found that Codex generated less helpful and more verbose explanations than GPT-3. Moreover, Codex included code in the explanations, even though it was not desired. Students rated these explanations on a 5-point Likert scale, confirming that explanations matched the code and were useful for learning in general, whereas line-by-line explanations were rated as least helpful.

An exploration of the potential of LLMs to generate formative programming feedback [115] suggests that ChatGPT performs reasonably well in generating feedback to students’ solutions to introductory programming tasks, indicating that students can potentially benefit in unsupervised learning scenarios. However, it may fall on educators to guide how to use the generated feedback, as it can contain misleading information for novices. Several of the approaches discussed in the prior section are aimed at mitigating this.

Interviewees mentioned unsupervised activities less than in-class activities in general. This could be at least partially due to the fact that this (Fall 2023) is the first academic year where Generative AI could be considered mainstream and unsupervised activities are more difficult to plan and hypothesise about. Most of the discussion around unsupervised activities is centred around ensuring that students are doing their own work (even if using Generative AI as a tool for help) and that students understand the code that these tools produce. Frank Vahid believes that this could lead to increased instructor emphasis on tools that analyse student behaviour.

In a high school introductory programming course, Christian Tomaschitz (Theresianum Eisenstadt, Austria) had half of his students use ChatGPT and the other half use an e-book. ChatGPT was not introduced to students and students registered OpenAI accounts with their school e-mail addresses. All students had the same exam which was half open-book (including internet access), half closed-book. Tomaschitz noticed that the ChatGPT students had the possibility to interact (with ChatGPT), and these students were faster solving the problems, but it seemed as if they did not
critically reflect on the output, and understood less. Tomaschitz was concerned that the ChatGPT group was over-reliant on the tool and did not understand the output as well as the e-book group.

Viraj Kumar used GitHub Copilot during class for live coding and told students they were free to use it, or any other Generative AI for coding. Students were polled after the course and asked if they were using ChatGPT. Most said that they were not. The consensus explanation seemed to be that they wanted to learn programming themselves and their thinking seemed to be that when they go for technical job interviews they will be expected to code without assistance.

Several interviewees including Leo Porter and Michael Caspersen believe that LLMs will cause educators to focus more on code reading and less on writing from scratch. Caspersen noted that students read more than they write when learning to read natural language, but to-date this has not been the traditional approach when it comes to programming. Further, LLMs could support a “use, modify, create” approach for programming, Briana Morrison envisions more exercises about why certain code is wrong and fewer on writing code from scratch.

Kristin Stephens-Martinez mentioned that they are concerned about LLM use by novices pushing more metacognitive practices earlier in the curriculum, perhaps before students are ready for this. For instance, students will have to ask themselves “am I going to take this shortcut or not?”. Getting students to recognise when it is a shortcut versus when it actually is not a shortcut is something that novices typically are not in a position to assess.

### 4.4 Assessment

Although we previously discussed activities that could have been assessed, in this section we focus specifically on formal assessment. Research on LLMs has demonstrated their ability to answer typical CS1 assessments that involve writing simple functions [70, 117] as well as more advanced material. Similarly, it has been shown that they perform in the upper quartile of real students on CS1 exams [85]. It has also been shown that they perform just as well on CS2 exams as CS1 exams [86] suggesting that LLMs may soon be capable of effectively solving even more advanced problems. Indeed, recent results with GPT-4 suggest that it can solve most exercises in introductory programming courses [175], which is also supported by our benchmarking work presented in Section 7.

However, evidence also shows that LLMs do not perform as effectively on computational thinking problems that do not involve code writing [39]. Similarly, while LLMs can often correctly answer more than half of coding-based multiple-choice problems, they answer double-digit percentages of multiple-choice problems incorrectly, leading to the hypothesis that either a combination of natural language and a code snippet, and/or chain-of-reasoning steps pose a challenge for LLMs [177]. It might be tempting to think that even though LLMs can do well on relatively simple well-specified functions, longer and more complex problems are beyond the capabilities of LLMs—although LLMs have been shown to perform well on more advanced (coding competition) problems [126].

#### 4.4.1 Exams

Some instructors are moving towards invigilated exams and assessments, and these may be worth more marks. For example, one interviewee changed the grade weighting of their programming assignments from 50% of the course grade to 0% of the course grade. They added an assessment category, “coding interviews”, which ensures that students are not using LLM tools as part of the assessment.

Several educators mentioned oral exams. Jean Mehta plans to use 20–30 minute one-on-one oral exams at the end of every section. This is made possible by a combination of a flipped classroom with many videos and book/autograder technology such that there is less need for traditional lectures covering the material. Michael Kölling said, “I think there needs to be at least some assessment that includes an oral element because you know, there is at the moment, the problem is that submission of written work, whether it’s text or programs, is taken as a proxy for intellectual achievement, right? And what we actually want to assess is intellectual achievement. We want to see some, you know, sort of intellectual work having happened there and we take the written work as evidence of that. And you know, these tools have removed that connection... The creation of written work is no longer evidence of intellectual work having happened.”

Similar to personalising assignments, on open-ended writing assignments, Ewan Tempero requires more specific answers directly related to course materials: “And it’s not that we used strange terms or unusual terms, but we used specific terms in a particular way. And so, we expected answers to reflect that, to demonstrate that, yeah, they did actually understand what the course material was.”

#### 4.4.2 Homework

There may be less summative writing work because instructors no longer trust that unsupervised work is the students’ own. This may be accompanied by a tendency to not grade code assignments going forward. Along with increasing the weight of exams, many teachers are devaluing “homework” assignments altogether. Mark Lifton said, “I will sort of be operating in this assumption that some students may end up just getting a tool to do the work. And thus, I don’t want to be putting too many points on that and giving an unfair advantage in those cases.” One instructor decreased the grade weighting of their programming assignments significantly and added this text to the assessment description, “As the programming assignments are intended primarily for practice and learning, your program does not have to be fully correct to receive credit. The final evaluation of whether you have learned from your programming assignments is in your ability to solve problems on quizzes and the exam.”

Some teachers no longer require “writing assignments” in the traditional sense. Jan Schneider (Goethe University, Germany) has a course that used to include writing a scientific paper, but it has been changed to allow students to produce it using LLMs. “I mean, the main objective is to help people to start thinking in a more scientific way. That’s the overall objective... I will not ask them to develop a mini paper by scratch where they need to write everything.”

#### 4.4.3 Process over product

Rather than assessing final solutions as products, some educators are increasingly focusing on assessing learning processes (which is common in other disciplines, e.g., teacher education) such as submit-in-stages; solution reflection, commentary, critique; interviews; portfolios or learning journals; and presentations. Taking the approach of having students focus on the learning process through a diary or journal, Christian Tomaschitz replaced several previous exercises with reflection assignments in a diary for students to document their learning process.
Related to more open-ended assignments, Leo Porter said, “... gone are the days of us really just completely describing the exact behaviour of the functions... And then it’s going to be a lot more work for us to grade because we’re going to have to now look at the code or the PDFs of the code. Or look at the video of them showing how the code works.” This approach also shifts focus from memorising knowledge (in a rote manner, the process that leads to the product without questioning the process) to the application of skill and critical thinking. Jérémie Lumbrasso applies this shift to his Discrete Mathematics course, explaining that “the idea is to focus less on the product and to focus more on process, on making sure that the students are able to explain what they are doing.” Some educators have already started using LLMs as part of the learning process. Briana Morrison explains a possible assignment: “Here’s the problem, Here’s the prompt we gave ChatGPT, or Copilot, or whatever. Here’s the output it gave us. It’s wrong, Tell us why it’s wrong.”

Several educators worried that some classes do not lend themselves to the approaches mentioned above. For example, elementary theory courses are not amenable to “personalise” a proof. Michael Caspersen, on the importance of basic competencies, even in the face of powerful LLMs stated “And that means that if you add a good programmer to large language models, you get two good programmers. Basically, that’s the equation, right? If you add a mediocre programmer to large language models, you get just large language models. So, from that perspective... if you want to really be able to amplify the capabilities of humans, we need to make sure that the basic competencies remain.”

Frank Vahid stated: “The biggest challenge is cheating ... you’ve gotta learn ... you’ve got to work to learn. You can’t just let tools do your work for you... and this is true beyond computer science. In English, you’ve got to learn to write. Even though ChatGPT can do most of your writing for you... you’ve got to learn to write... that’s how you think. That’s why you’re valuable as a human to a company... and so the same with computer science. So somehow, we’ve got to get that message out. It’s just so tempting for students to save so much time.”

It is worth noting that some of these findings support those of Lau and Guo [121], notably the increased emphasis on invigilated exams, oral exams, and process-based assessments.

4.5 Institutional initiatives, policy, and context

Although some institutions (at least initially) have universally banned the use of LLM in student work [142], others are starting to embrace them. There is little doubt that this will lead to an array of policies and initiatives that may be at the university, faculty, or class levels. Given that public awareness about LLMs occurred mid-academic year for many institutions (almost universally for North America and Europe in addition to many other parts of the world) this September (2023) marks the first academic year where LLMs are a nearly ubiquitous topic. Given that institutions are typically slow to react mid-year—if they react at all, we have yet to arrive at a steady state in terms of institutional initiatives. Nonetheless, they are beginning to emerge as educators start thinking about the coming academic year.

Peter Mawhorter’s local policy is that LLMs are not allowed in class. In delivering this message to students Mawhorter aims to discuss with students why that policy exists. On the other side of the coin, Leo Porter is embracing LLMs and is aiming to use them, for instance, in quizzes. However Porter’s institutional challenge is finding and organising enough computer-based testing facilities. This is one example of how LLMs can have knock-on effects that could not only affect the course in question but others via resource allocation and timetabling. Michael Caspersen set out a middle ground, starting with basic competencies and gradually building-in the use of LLMs letting higher levels of the SOLO taxonomy [43] come into focus.

Sven Strickroth (LMU Munich, Germany) noted another challenge that is caused by institutional policy—significant changes to learning objectives are not easily possible due to the local accreditation cycle which dictates that this occurs only every five years in many institutions.

The knock-on effects of LLM use also need to be considered. For instance, Leo Porter is aiming to use a modified version of PrairieLearn⁵ that supports LLMs for quizzes. However, finding and organizing enough computer-based testing facilities is (to date) a challenge as computer labs and institutional machines have become less frequent over the years.

4.6 Other challenges and opportunities

At the end of the interviews, we asked interviewees for their views on the challenges and opportunities they foresee in terms of the effects that LLMs will present in introductory programming courses. While some of these have already been discussed, several have not, and are presented here.

4.6.1 Challenges.

(1) Jan Schneider noted that everyone (including LLMs) have a lot of blind spots, and these can be found by writing—either in code or in natural language. Blind spots often appear when other people (or LLMs) try to understand what we wrote. This can feel like, “whoa, there’s a blind spot... something I didn’t know that I was missing... and I have a big fear that if we start using these large language models, we will never acknowledge our blind spots. And we will miss a lot in learning and developing.”

(2) Mark Liffton mentioned that it is a challenge now to make sure students are learning things that they could just have a tool do faster. The concern of over-reliance—not learning the things they would have if they did not use the tool to do it for them—feels like cheating in a way because it is not learning the things you would if you had done the work yourself.

(3) Frank Vahid mentioned that “you need to think.” A human is only useful because they are clever, and thoughtful, and intelligent. That is why we teach them programming—because it is a way to help them learn to solve problems. Even though we have calculators we still should know how to do arithmetic, despite the existence of calculators.

(4) Michael Caspersen fears that LLMs will enable disciplined students to become better, but that it will be a danger for undisciplined students who are seeking the easy way out.
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Caspersen noted that it should not be considered the student’s fault for taking the easy way out. It should be turned into a challenge for educators to come up with assessment systems that do not have an easy way out. Caspersen also noted that in many ways LLMs do not add something qualitatively new, but emphasise issues that we have been dealing with for a long time. This was corroborated by Michael Kölling who stated that it is the scale of these issues exploding that is novel, for instance the illusion of achievement (which is nothing new) and what that could do to learning at scale. Kölling is also concerned with intellectual laziness noting that learning is a struggle—learning only happens when you intellectually struggle with something, and if LLMs offer an easy way out, then is learning happening? Kölling also mentioned cheating as a challenge, but that this is obvious, boring, and solvable.

4.6.2 Opportunities.

(1) Michael Caspersen sees a big opportunity in terms of rethinking what we are doing. “We should think deeply about what we actually teaching our students - and LLMs are doing that... [LLMs] radically challenge our reflections on what to teach, what to assess, how to assess. So that’s a great opportunity.”

(2) Michael Kölling sees individualised learning in terms of progress, interests, feedback, and help as a big opportunity, noting that humans saw similar issues with books and the printing press. There was concern that people would not need to remember anything anymore. However, we lived. “In fact, books made things better, right?”

(3) Dan Garcia sees potential in scaling support which benefits educators, institutions and students, positing “Imagine an LLM that could examine every exam script and where mistakes were made give a whole concept map of what went wrong in the notional machine and where and how. I can try this for a few students but I have over 1,000. This could help scale support for everyone.”

4.7 Discussion

Above we have discussed issues raised by the expert instructors that we interviewed. In addition to those, we consider a most certainly non-exhaustive set of issues we believe are important for instructors and CS program designers to consider presently.

The potential biases reinforced by models trained on large datasets [77] are concerning. This could be especially important for instructors who use LLMs to create course materials. Another issue is the presence of hidden or implicit learning objectives in existing computing programs—something Leo Porter described regarding problem decomposition in Section 4.2.1. There is little doubt that there are other such hidden learning objectives spanning not only knowledge, and skills, such as reading and tracing code but also dispositions, inter- and intra-personal competencies, and other aspects relating to the whole person [163] which the emergence of LLMs might bring to the fore. For example, many programs expect their graduates to be comfortable developing large programs using (new) debugging tools, work in a self-directed manner but also perform well in teams, and overcome challenges to pursue their goals long-term. But curricula often do not explicitly include these program-level outcomes in the learning outcomes for a particular course [38, 113]. The same is true for course activities and assessments. As individual instructors respond to the landscape changes induced by LLMs, it becomes more important than ever to consider and implement the constructive alignment [42] of individual course activities and desired program-level outcomes. This is not a new concern for educators, but one that has been amplified by the rapid change in teaching and assessment settings we now see happening (or about to happen).

Related to this is the potential for LLMs to change the workplaces into which we are graduating students. While a number of researchers have looked at how current developers may use LLM-based tools [32, 52, 81] and how LLM-tools may be incorporated into professional software development tools [84], the participants in these studies have been programmers who learned to code initially without using LLMs. Although professional developers may benefit from AI’s human-quality suggestions, novice developers lack the expertise to recognise and understand buggy or non-optimal solutions [61]. The use of AI tools could become a liability if inexperienced developers fail to remove or correct the tool’s incorrect suggestions [61]. Potentially more dangerous is the fact that students can now execute code that they do not understand, yet designed through natural language prompts.

It remains to be seen whether students who have LLMs available from the start will have the discipline and dispositions to develop programming competencies deeply or whether this will even matter. Reminiscent of the 1990s and early 2000s discussions of objects-first or objects-later, the opportunity to focus first on top-down design but have a working code for interesting problems completed by the AI is not universally recognised as a positive development. It is also interesting, given how little is known about the true role of notional machines in the classroom [76], that generative AI is likely to alter how students conceptualise the computer and program execution.

LLMs also impact peripheral and applied computing fields. For example, it was shown that LLMs can successfully solve 97% of the programming problems in a bioinformatics course [152]. The authors conclude that the models perform so well that bioinformatics students in the near future may no longer need to know how to write (and likely not understand) code. As a consequence, several questions arise on the effects of LLMs not only on other applied areas of computing (e.g., data science; digital forensics; security; and games development) but also on programming as one of the core tiers of every computing degree. Related to that are questions about how the introduction of LLMs might affect participation in the computing field. Perhaps reducing the focus on syntax will make the field more attractive to traditionally under-represented audiences and increase retention rates. Additionally the influence of media coverage of computing topics is known to be a large factor in the decisions pre-university students make in terms of what courses to pursue at university. It remains to be seen what effects the intense media hype surrounding LLMs will have on future computing intakes.

We anticipate more changes in learning objectives, course contents, learning activities, and assessments, which will, in turn, affect whom we teach and why in the (near) future. This might go hand in hand with long overdue changes in computing’s signature pedagogy [182], and its implementation on the surface, deep, and implicit
dimensions. For decades, computing education researchers have presented excellent research on how to better teach our discipline, yet much of this has not made it into practice. We believe that the emergence of LLMs may finally force much-needed (and long ago intended but not yet fully implemented) change.

Advice for educators:

- Acknowledge the existence of LLMs with your classes regardless of whether you embrace them or do not allow their use.
- Make clear and discuss institutional and class policy, what it allows, what it does not allow, and why it is that way.
- Assume that students are using LLMs even when not permitted.
- Do not underestimate the ability of LLMs to produce solutions to your activities (which may be indistinguishable from student-generated solutions).
- Consider using an LLM tool to help generate course materials. If you do this, be aware of possible bias in the output.
- Reconsider your learning objectives in terms of their relevance to preparing those students who are aiming for careers in the software development industry (which is increasingly making use of LLMs in day-to-day work).
- Reconsider your learning objectives (e.g., reading and understanding code), learning activities, and assessments to assure your courses remain constructively aligned.
- Interrogate your learning objectives and ask what might be hidden or implicit and which LLMs might provide a vehicle for more focus. Correspondingly, interrogate your learning outcomes and ask which might be over-emphasised (e.g. code writing) that might need to be balanced with those that LLMs bring to the fore.
- Consider using LLMs in your course if only to provide a chance for students to receive more feedback, and practice independently, provided they are equipped to interpret LLM output in a way that facilitates learning.

4.8 Limitations and threats to validity

We used three sources to build a list of educators to invite for interviews, the SIGCSE mailing list (via a reply to a message about LLMs), the opportunity for those responding to the instructor survey to volunteer to interview, and authors’ own networks. Perhaps as a result of this our geographic representation is skewed. As expected the United States forms the bulk (55%) of responses. Although our interview pool spanned five continents, we had no interviewees from Africa and only one interviewee each from Asia (India), Oceania (New Zealand), and South America (Brazil). Unfortunately, only 14% (3) of the 22 identified as women.

5 ETHICS

Ethics of algorithms (including AI systems such as LLMs) is concerned with the societal context around algorithmic systems and how these systems affect both individuals and society. Our focus must therefore rest on aspects such as the provenance and quality of training data, the usage of AI systems, and associated costs (in the widest sense), rather than on how to “integrate ethics into the system” [41, 105]. Moreover, Mittelstadt et al. [140] point out that algorithmic systems tend to be large, complex and highly modularised, which makes it difficult in general to assign responsibilities. Hence, with an increasingly opaque training procedure of LLMs and a lack of clear responsibility in terms of authorship [172], the use of large language models naturally raises a number of concerns pertaining to academic integrity. Furthermore, using a large language model has been shown to affect the user’s own opinions [102].

While a full discussion of the ethics of large language models in computing education is beyond the scope of this paper, we would like to highlight three crucial aspects: the role and stance of us as professionals in computing education, the policies brought forward by academic institutions, and the question of academic integrity in the context of large language models (which we will discuss in Section 6).

5.1 Ethics in LLM literature

In a study on the values encoded in the ML research literature, Birhane et al. identified a number of ethical values [45], from which the papers would draw motivation. In a total of 100 highly cited papers, the study found that performance was clearly the most frequent value and pointed out that performance is not a neutral term but comes with ethical implications. For instance, performance is typically measured with respect to specific benchmarks and data sets, thereby introducing bias—particularly when the dataset is thought to represent the “real world”.

A full study of all values and their ethical implications found in the computing education literature is beyond the scope of this paper. However, we extracted explicitly stated motivations from the papers in our literature review as a first approximation to a full extraction and coding of values.

In line with Birhane et al. we observed that performance, generalisation, efficiency, novelty, and scalability were often mentioned. Many papers cited the “impressive” or “human-level” performance of current large language models. In contrast to what Birhane et al. report, the focus on performance in our dataset seems to be secondary as a means to highlight the timeliness of the research. This is particularly the case since the papers in our study did not propose performance improvements, but rather built on available performance. Furthermore, while performance in the ML research community typically relates to specific (and often well-known) benchmarks, we found that performance in the papers we reviewed usually referred to either the LLMs’ ability to solve exercises, assignments or passing exams, or the LLMs’ production of teaching materials, say, as exercises.

With this focus on application of large language models rather than the design of a new AI system, we also found that several papers pointed out the potential to “save time” or help instructors...
cope with growing class sizes. While these motivators may be understood as scalability issues, we believe that there is a difference in how this term would be understood in the paper surveyed by Birhane et al. Despite ostensible similarities concerning the underlying values encoded in the research literature, there might be some notable differences.

The free availability of large language models (i.e. that students can access LLMs at no cost) was a recurring theme in our surveyed literature. We would like to highlight this notion as an example of an ethically problematic assumption for two reasons. On the one hand, availability at “no cost” is often inaccurate because the costs might be hidden and paid, e.g., through provision of private data. On the other hand, ChatGPT offers a range of models with different performance characteristics, not all of which are free. Some students might therefore have access to more powerful tools than others. Investigating the assumptions, beliefs, and values held by the computing education community itself might therefore be well warranted. We call on the community to do so in future work.

5.2 Code of ethics implications

The IEEE Code of Ethics [9] comprises three sections. The first focuses on ethical standards, behaviour and conduct. The second section focuses on ethical treatment of other people, and the third focuses on compliance. The AAAI Code of Professional Ethics and Conduct [8] was adapted from the ACM Code of Ethics and has the same structure. The ACM Code of Ethics [10] comprises four sections. The first section outlines the fundamental ethical principles that all computing professions should use to guide thinking. Section 2 describes the ethical responsibilities of computing professionals, section 3 covers ethical leadership, and section 4 focuses on compliance. In the following sections, we use the ACM general ethical principles to frame the discussion of ethical issues raised by the use of large language models in computing education.

ACM General Ethical Principles. In this section we review policies from major universities around the world on the use of large language models in education. As of this writing, many universities do not currently have an official policy publicly available online. Instead, many universities are still presently working through the policy implications of large language models through task forces and other initiatives, such as at the University of Virginia [4], which is a top-ranked school for computer science in the USA. See Figure 2 for responses to the question “The policies at my university are clear regarding what is allowed and what is not allowed in terms of using GenAI tools”, which illustrates this point.

To structure our review, we consider the first part of the ACM General Ethical Principles. Parts two through four of these principles were too specific for most university policies and therefore not as relevant to the present work. Most universities did not explicitly mention coding in their policies, with the exception of Yale University [13] and University of Adelaide [14].

To select universities for consideration of their LLM policies, we first found popular rankings of universities worldwide for computer science programs. Next, we examined policies at these universities, specifically those from Canada, USA, UK, and Australia: University of Toronto [7], Duke University [12], Yale University [13], Massachusetts Institute of Technology (MIT) [17], University of California Los Angeles (UCLA) [5], University of Adelaide [14], Monash University [18], and Oxford Brookes University [1]. We do not consider this a systematic attempt, nor would that be presently possible, given the conditions described above. Instead, this represents a purposeful sampling of top-ranked universities around the world to get an overall picture of how universities are responding to the appearance of LLMs.

The ACM General Ethical Principles are divided into the following sections:

Contribute to society and to human well-being, acknowledging that all people are stakeholders in computing. Only MIT suggested that the arrival of LLMs into education is an opportunity to think about student academic well-being [17]. No universities sampled contained anything about general human well-being or the idea that we are all stakeholders in computing, or by extension, education or society in general. It seems the ideas in these policies are limited to the specific implications of using LLMs, rather than the general. We find this to be an unfortunate oversight because institutions can help guide students’ concerns beyond themselves and their immediate circumstances to the broader collective human project of the pursuit of knowledge.

Avoid harm. Use of LLMs can lead to poor outcomes due to over-reliance, ease of breaching academic integrity, and use of incorrect information leading to poor products. The universities we sampled all drew attention to the potential to create harm to others, institutions, and even the students themselves. Harm to others could come in the form of using the work of others without citation [12]. Harm to institutions can come in the form of students using LLM tools to generate work that is incorrect, offensive, or otherwise inappropriate and therefore dragging the university into potential altercation. It can also call into question the legitimacy of the learning outcomes and verification of them, which can jeopardise accreditation and institutional reputation or the community’s trust in that institution.

Universities seemed most interested in helping students to understand the potential harm that students could incur upon themselves through inappropriate use of AI resources. Isserman writes that “plagiarism isn’t a bad thing simply because it’s an act of intellectual theft—although it is that. It’s a bad thing because it takes the place of and prevents learning.” [100]. One of the most significant concerns is the ease with which LLMs can produce the output that we ask students to produce. As educators, we are not interested in the output per se—rather we want students to engage in activities and processes that result in learning. Using a tool to produce the required output circumvents that learning, and deprives students from the opportunity to learn [100]. Many of the policies we sampled mentioned that students can prevent the growth of critical thinking skills and competencies in crucial areas by taking shortcuts through inappropriate use of these models [1, 5, 13, 18]. This is particularly important when writing code [13]. Not only does this harm their short-term ability to pass the course, but it also robs them of their long-term ability to master the subject matter and their preparedness for future work. Finally, harm to self, others, and institutions could come from inadequate understanding or preparation in courses where safety concerns are paramount, such as a chemistry lab. Skipping crucial learning could harm everyone
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Be honest and trustworthy. Most universities that we sampled wanted to make it clear that LLM tools are not reliable and can produce incorrect results. Duke warned faculty and students that LLM “output is only as good as its input” [12]. Others warned of the now well-known phenomenon of LLM “hallucination” where they will sometimes reply with incorrect responses when not enough is available [5] or create sources and facts even when enough data is available [7, 13, 18]. It could also be that generated content is incorrect simply because it uses data that is out of date [14] since many LLMs do not have access to data created after they were trained. It is clear that universities are thinking of honesty and trustworthiness in terms of the output of the tool, and when evaluated this way LLMs lack credibility.

Be fair and take action not to discriminate. Almost all university policies and guidelines made it a priority to discuss biases that exist in AI in general and LLMs in particular. Duke, UCLA, and Oxford Brookes pointed out that the models themselves often discriminate based on their training data, which means they receive all the stereotypes and misinformation from whatever data is used as input to the models [1, 5, 12]. Monash University warned faculty and students that LLMs may take data out of context, cannot predict future events with any amount of accuracy, and could present sensitive data inappropriately [18]. Finally, MIT noted that fairness could be at risk, based on who has access to the models [17]. While access to several popular models is currently free, other models require payment, so any advantage gained through the use of these models perpetuates existing social inequity.

Respect the work required to produce new ideas, inventions, creative works, and computing artefacts. University policies seemed to mostly skip this criterion. However, there were a few statements that are sufficiently related to warrant discussion here. For instance, Duke emphasised that creative writing or coding meant doing the hard work of developing each person’s specific voice. Using AI tools could undercut that endeavour and cheat the student of their ability to develop innovative ideas, computing or otherwise [12]. This could be because, as Adelaide noted, AI tools lack originality and common sense [14]. Related to new ideas and innovation, UCLA noted in their policy that AI tools will often reflect outdated information that may fail to represent the progress of social movements since the training of the model was completed [5]. For example, if certain sets of rights were not legal when the model was trained, one should not expect the model to suggest that they should be.

Respect privacy. The lack of control over these tools, as well as what data they keep about their users, was mentioned in most policies. AI tools could invade users’ privacy [12, 17], violate FERPA (a student privacy protection law in the United States) if student records are handed to it [5], do not assume that users are at least 18 years old [18], and are not bound by university ethics rules and policies. Furthermore, AI tools will often take user data and use it to train their models, whether users want that or not. Monash encouraged students and faculty to consider that their data could be stored by the model and used in other contexts [18].

Honor confidentiality. Ethical issues identified by universities included threats to confidentiality, though each one took a slightly different approach. Creating an account and using AI tools could bother students who are worried about the models stealing their intellectual property and may therefore be unwilling to use them [5]. The tools also do not respect the confidentiality of the people from whom they have taken the data to train the models, which could result in unintentional plagiarism for both students and faculty [18]. Finally, these models do not respect confidentiality with regard to legal issues, and data sent to them may be turned over to law enforcement agencies or other third-party vendors and affiliates without user consent [17].

6 ACADEMIC INTEGRITY IMPLICATIONS

Recent work on student use of generative AI tools has raised alarms about academic integrity violations [159]. Jones et al. summarises several common practices that are deemed to be cheating, distinguishing between plagiarism, collusion, and falsification [106]. We add contract cheating (as described by Deakin University [16]), and use of unauthorised resources (as described by University of Auckland [15]) to this list of practices that breach academic integrity. These terms are described by the respective documents as:

Plagiarism: A student incorporates another person’s or body’s work by unacknowledged quotation, paraphrase, imitation or other device in any work submitted for assessment in a way that suggests that it is the student’s original work [106].

Collusion: The collaboration without official approval between two or more students (or between student(s) and another person(s)) in the presentation of work which is submitted as the work of a single student; or where a student(s) allows or permits their work to be incorporated in, or represented as, the work of another student [106].

Contract cheating: A student requests another person or service (including, according to Deakin University, artificial intelligence content production tools) to produce or complete all or part of an assessment task to submit as their own work [16].

Falsification: Where the content of any assessed work has been invented or falsely presented by the student [106].

Unauthorised resources: Using software, websites, materials or devices not explicitly permitted [15].

We discuss each of these academic integrity concerns with respect to generative AI.

6.1 Plagiarism

Plagiarism is the use of the work of others without appropriate attribution. This raises the issue of who is the author of work created by generative AI. There are several possibilities:

1. The community that produced the source content used as input to the generative AI model is the author of the work.
2. The generative AI software is the author of the work.
3. The user of the generative AI software is the author of the work.
Although some in the literature treat the use of AI tools as plagiarism [144], we argue that although the community providing source material has influenced the generated content, this is similar to the natural process of writing in which authors read source material and use the information to generate new content, based on existing literature. Generative AI is almost always creating content based on the training data. In this case, the community has not authored the work generated by the model, so using AI-generated content would not be considered plagiarism of the original authors of work that was used as input to the generative AI model. In some rare cases, Generative AI tools can produce the work of someone else exactly, which would in fact be plagiarism. Since this is extremely rare, we do not consider it here other than to acknowledge it.

Although it may be tempting to consider generative AI to be the author of the work in all cases, academic publishers take an opposing view. Examples of statements include:

- “AI tools cannot meet the requirements for authorship as they cannot take responsibility for the submitted work. ... Authors are fully responsible for the content of their manuscript, even those parts produced by an AI tool, and are thus liable for any breach of publication ethics.” (Committee on Publication Ethics) [143]
- “AI does not meet the Cambridge requirements for authorship, given the need for accountability. AI and LLM tools may not be listed as an author on any scholarly work published by Cambridge.” (Cambridge University Press) [6]
- “Authors should not list AI and AI-assisted technologies as an author or co-author, nor cite AI as an author. Authorship implies responsibilities and tasks that can only be attributed to and performed by humans.” (Elsevier) [3]
- “Artificial Intelligence Generated Content (AIGC) tools—such as ChatGPT and others based on large language models (LLMs)—cannot be considered capable of initiating an original piece of research without direction by human authors. ...—these tools cannot fulfill the role of, nor be listed as, an author of an article.” (Wiley) [3]
- “Generative AI tools and technologies, such as ChatGPT, may not be listed as authors of an ACM published Work.” (ACM) [11].

Our position is aligned with those of publishers that the user of generative AI tools should be considered the author of the work. This is consistent with the view of Pamela Samuelson, who states “The pragmatic answer to the AI authorship puzzle, ..., the [author is the] user who is responsible for generating the outputs. If anyone needs to be designated as owner of rights in the outputs, it should be the user.” [172] As such, we do not believe that the use of AI-generated content by students should be considered plagiarism, and it should not be referenced or cited as an independently authored piece of work. The student using the generative AI tool should be treated as the author of the work.

It should be noted that, in the apparent effort to combat plagiarism, there have been numerous tools that attempt to detect AI-generated material, such as CopyLeaks, GPTKit, GLTR, GPTZero, and AI writing detection from Turnitin. However, given the probabilistic nature of generative AI that is used to both generate the assignment in question and check the assignment, these tools are unreliable and produce many false positives [144]. Orenstrakh et al. found that these detectors are even worse when evaluating code [144].

6.2 Collusion

Collusion occurs when a student works together with another person to create work that they subsequently claim as their own. This requires both parties to willingly agree to work together and therefore assumes that both parties have agency. As generative AI has no agency, we do not consider a student who submits generated content to be engaged in collusion.

6.3 Contract cheating

Contract cheating is traditionally described as a student requesting another person to produce work that they submit as their own. The definition by Deakin University extends this view of contract cheating to explicitly include the use of generative AI tools [16] as do some other universities [18]. However, we disagree with this position, as it contradicts the view of the use of generative AI as the author—the position taken by academic publishers.

We recognise that generative AI models are capable of generating content that is more extensive than other software tools, but as a matter of principle, we consider the user to be the author (as discussed previously). Generative AI is a tool that may be used by a student to produce work, much as calculators and other software tools are used. We therefore do not believe that the use of generative AI software should be treated as contract cheating.

6.4 Falsification

Falsification occurs when a student invents or misrepresents data or results. The possibility that generative AI invents “facts” is well-known, and typically called hallucination [104]. Many university policies recognise that AI tools like LLMs can produce incorrect data and facts, which we discuss in Section 5.2 under the ACM requirement to “be honest and trustworthy.” The view of publishers is that an author is responsible for the accuracy of the content in their work. Examples of policies from publishers include:

- “Authors are fully responsible for the content of their manuscript, even those parts produced by an AI tool, and are thus liable for any breach of publication ethics.” (COPE) [143]
- “Where authors use generative AI and AI-assisted technologies in the writing process, these technologies should only be used to improve readability and language of the work. Applying the technology should be done with human oversight and control and authors should carefully review and edit the result, because AI can generate authoritative-sounding output that can be incorrect, incomplete or biased. The authors are ultimately responsible and accountable for the contents of the work.” (Elsevier) [6]
- “The author is fully responsible for the accuracy of any information provided by the [generative AI] tool and for correctly referencing any supporting work on which that information depends.” (Wiley) [3]
- “Authors are accountable for the accuracy, integrity and originality of their research papers, including for any use of AI.” (Cambridge) [2]
We take the position that students who use generative AI are responsible for the content they include in their work. Inaccuracies, citations for non-existent papers, and other hallucinations that may arise from the use of generative AI are the responsibility of the student author. Therefore, the category of Falsification is a relevant academic integrity issue for students using generative AI. As discussed above, this could cause harm to students, anyone publishing their work, and to the university as a whole.

6.5 Use of unauthorised resources

Students are often required to engage in tasks that have specific constraints. For example, the use of calculators in general is acceptable, and we are comfortable with the notion that using a calculator for data analysis does not impact authorship, or normally breach academic integrity. However a student in a calculus class may be asked to solve a differential equation without the use of a calculator, and access to calculators may be restricted in secured assessments such as exams. Such constraints are typically imposed to ensure that learning outcomes are met (e.g., that the student can solve a differential equation without outside assistance). A student who used a calculator for a given assessment when it was not permitted could violate academic integrity for use of unauthorised resources.

Our position is that this is the appropriate category for the use of generative AI in computing education. Figure 3 shows responses to various ethical questions where it seems that many instructors and students agree that using generative AI tools to create an entire answer is wrong. In some courses, such as introductory programming, the use of generative AI may be undesirable as it can solve problems with minimal intellectual input from students. Not only could this violate academic integrity, but as discussed above, students who utilise these resources inappropriately in lower-level courses may cause harm to themselves by preventing their own preparation for upper-level coursework. However, in upper-level courses, it may be an appropriate productivity tool that students would be permitted to use, which the survey data in Figure 3 seems to corroborate given responses to questions about generating pieces of an assignment, help with style, or fixing bugs. However, this requires staff to be explicit in syllabi and/or assessment descriptions.

Advice for educators:

- We encourage educators to teach students about the appropriate use of GAI throughout the curriculum and to allow the use of such tools where it is pedagogically appropriate. See Appendix D for an example.
- When educators assign assessed work for students, any restrictions on the use of tools such as generative AI should be explicitly stated.
- Students who use GenAI to complete assessed work should be required to include a statement about how it was used, consistent with academic publication requirements.
- Students using GenAI when they are not permitted, or in ways that are restricted, are engaged in misconduct by using unauthorised resources. Academic consequences as a result of this behaviour should be made clear in the course syllabus.

6.6 Advice for students

Simon et al. [183] highlights the importance of educating students about academic integrity and reveals a wide variety of ways that academic integrity is communicated to students. Given the disruptive nature of generative AI, we recommend that a guide for students be developed and distributed to students to provide explicit advice about the appropriate use of generative AI tools.

We recommend that any guidelines developed for students should:

- adopt professional practices and standards where possible; and
- adapt professional practices where needed to ensure good pedagogical practices are maintained.

Publishers typically require acknowledgement where generative AI has been used in the development of a manuscript. We believe this would be useful for teachers, and for students, to reflect on how generative AI was used, so we recommend that assessments require students to include a statement about how generative AI was used in assessment tasks (where permitted).

After considering the relevant findings from this report, we have developed a resource that provides guidance about the use of generative AI for students. It is by no means comprehensive or complete and reflects our perspectives on what students should know before using these tools. Our recommendations are informed by the risks identified in the literature, the ACM code of ethics, survey results, and the academic integrity documents that we analysed. We offer this to teachers as a resource that may be adapted and/or distributed to students.

Guide for students: See Appendix D for a sample handout or text that could be adapted and included in a course syllabus.

7 BENCHMARKING LARGE LANGUAGE MODELS FOR COMPUTING EDUCATION

In this section we focus on the performance of LLMs in the context of computing education. Teachers are interested in how well LLMs perform on tasks such as solving programming problems, explaining code, generating test questions, and providing feedback to students. However, the speed at which new models arrive and old models are deprecated is staggering. For example, the currently published literature which has focused on largely on GPT-3 may underestimate what the newest models, such as GPT-4, can do. Some recent work has found that GPT-4 outperforms earlier models in tasks such as visual programming [98, 184], Socratic questioning of novices [21], solving multiple-choice questions and programming exercises [175], and that performance can be close to human tutors for some tasks [151] while not for others [21].

In addition to being interested in how much the capabilities of LLMs in computing education related tasks have increased, we are interested in analysing the suitability of existing benchmarks for computing education as they might not translate to computing education settings. For instance, we expect that many students will be able to fix small mistakes made by LLMs themselves. Similarly, tasks in existing benchmarks might not match those typically found in computing education courses.
Another issue with current papers lies in our ability to validate results. A wide variety of parameters, prompts, and evaluation approaches have been used, and they are not always reported in detail. Furthermore, a slight variation in a prompt might generate quite different results. In this section we explore how we assess LLMs in the computing education context. We choose to focus on the task of generating a solution to a programming problem, because this is a major task for students and is a focus of existing literature.

First, we review datasets that are available for evaluating LLMs and tag problems in several of those datasets to assess where they fit in the context of computing education. Second, we take one of the first papers on LLMs that appeared in the computing education context [85] and replicate it using three more recent models. In the replication, we use the state-of-the-art GPT-4 model to give insight into how rapidly the performance of models has increased, the GPT-3.5-turbo model that powers the free version of ChatGPT which many students are likely to use, and GitHub Copilot which is free for students and educators and can be used as a plugin for popular IDEs. In addition, we openly release the problem descriptions and test cases for the dataset used in the original study [85] and our replication to facilitate future replication. Finally, we report on our experiences running two analyses using openly available datasets, revealing the difficulties we encountered and their possible effects on results.

7.1 Review of empirical datasets

Table 7 presents a set of openly accessible datasets that have been or could be used to investigate questions about programming exercises or tasks in computing education contexts. To obtain the datasets presented in this table, we reviewed all of the papers in our literature review (previously presented in Tables 1 and 2) to identify any data that they used. We do not claim that this list is exhaustive, but it reflects the datasets in use when we conducted our literature review. In addition to these datasets, we are aware of one other attempt to review existing benchmarks for a particular task that might be performed by LLMs: natural language to code generation [197]. We believe the datasets listed in Table 7 represent a more broad set of applications and illustrates the kinds of questions being investigated and the breadth of educational contexts being examined.

A review of Table 7 suggests a number of limitations in the data available for pursuing LLM research in an educational context. Most of the datasets contain exercises (described in more or less structured natural language). This reflects a focus on the question of whether LLMs can solve typical programming problems. In contrast, relatively few datasets contain chat logs where students interact with an LLM or student-submitted code with syntax errors (for code repair tasks), but additional publicly available data for questions beyond code-generation would be beneficial, as that would allow researchers operating in smaller educational settings, where collecting sufficient data may be difficult, to engage in LLM work.

Even for code generation tasks, where most of the data has been collected, it would be beneficial to collect additional data that is more diverse. Almost all of the datasets focus on Python (e.g., providing docstrings as input, Python starter or solution code, or student chats featuring Python code), with a smaller number of datasets featuring other languages, such as C/C++. Also, as described in the next section, many of the available datasets focus on small exercises used in introductory programming, with relatively few sources of data available to examine larger programming problems or content for more advanced courses.

Finally, as previously identified by Liu et al. [129], many of the published datasets do not provide robust evaluation of the exercises they include. Liu et al. [129] provide the EvalPlus dataset, which enhances previously published datasets with additional test cases; they found that the limited tests available meant that incorrect "solutions" were accepted as passing. We also found evaluation to be limited, with some datasets requiring manual intervention to complete evaluation. We provide more detail on issues we encountered when using these datasets in Section 7.4.

7.2 Analysis of problem types

To categorise the types of exercises present in the datasets, we manually analysed three datasets including HumanEval [56], FalconCode [64], and the data used in Finnie-Ansley et al.’s study [86]. The goal was to understand what kinds of problems the datasets included; whether they focused on introductory concepts or more advanced concepts such as object-oriented (OO) programming or data structures and algorithms. The results of these analyses are presented in Table 8.

HumanEval [56] and FalconCode [64] were tagged by a single author, an experienced instructor who has taught introductory programming, data structures, and advanced systems programming. The author tagged the exercises as being suitable for (a) an introductory programming course (Intro), as they use built-in data structures like strings and do not introduce complex algorithmic logic; (b) an introductory course using classes (OO), as they introduce classes or methods; or (c) a data structures or algorithms course, as they use some abstract data types (e.g., trees, queues, graphs) or complex algorithmic logic (e.g., sub-sequence matching, linear programming). The results are presented in Table 8. We found that in these two datasets, the vast majority of problems only cover material suitable in an introductory programming setting.

Many of the other datasets in Table 7 are similar to the two datasets we analysed, in that they appear to focus on introductory material. We requested access to the data used in Finnie-Ansley et al. [86]’s paper, as the topic was a more advanced (CS2) course. This time, the dataset was tagged by two authors (one who had tagged the previously discussed datasets and a second experienced instructor); we calculated Cohen’s kappa and found near perfect agreement (0.94). Again, we found that the majority of the content was primarily suitable for an introductory course, with relatively few questions asking about object-oriented code or data structures. In addition, while reviewing the problems, we found that almost all were examples of small exercises, with relatively few requiring multiple functions to solve. The FalconCode [64] dataset includes a few exceptions to this general trend.
<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Language</th>
<th>Size</th>
<th>Test cases</th>
<th>Solutions</th>
<th>Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mostly Basic Python Programs</td>
<td>Natural language descriptions of introductory problems</td>
<td>Python</td>
<td>1000</td>
<td>Yes</td>
<td>Yes</td>
<td>paperswithcode.com/dataset/mbpp</td>
</tr>
<tr>
<td>Search-Based Pseudocode-to-Code (SPOC)</td>
<td>Pseudocode descriptions of coding problems</td>
<td>C++</td>
<td>18356</td>
<td>Yes</td>
<td>No</td>
<td>paperswithcode.com/dataset/spoc</td>
</tr>
<tr>
<td>Blackbox</td>
<td>Traces of editing and IDE interactions</td>
<td>Java</td>
<td>N/A</td>
<td>No</td>
<td>N/A</td>
<td>bluej.org/blackbox</td>
</tr>
<tr>
<td>Deepfix</td>
<td>Student-generated code with syntax errors</td>
<td>C</td>
<td>6922</td>
<td>N/A</td>
<td>N/A</td>
<td>paperswithcode.com/dataset/deepfix</td>
</tr>
<tr>
<td>Automated Programming Progress Standard</td>
<td>Natural language descriptions of problems of various difficulties</td>
<td>Various</td>
<td>10000</td>
<td>Yes</td>
<td>Yes</td>
<td>paperswithcode.com/dataset/apps</td>
</tr>
<tr>
<td>HumanEval</td>
<td>Docstring descriptions of (mostly introductory) programming problems</td>
<td>Python</td>
<td>164</td>
<td>Yes</td>
<td>No</td>
<td>paperswithcode.com/dataset/humaneval</td>
</tr>
<tr>
<td>Graded CoPilot</td>
<td>Programming tasks provided in an observation study</td>
<td>Python or Rust</td>
<td>4</td>
<td>No</td>
<td>No</td>
<td>github.com/michaelbjames/copilot-study</td>
</tr>
<tr>
<td>ChatGPT Bioinformatics</td>
<td>Natural language descriptions of introductory bioinformatics problems</td>
<td>Python</td>
<td>184</td>
<td>No</td>
<td>Partial</td>
<td>github.com/srp33/ChatGPT_Bioinformatics</td>
</tr>
<tr>
<td>EvalPlus</td>
<td>Re-release of the HumanEval code-generation dataset with additional test-cases</td>
<td>Python</td>
<td>164</td>
<td>Yes</td>
<td>No</td>
<td>github.com/evalplus/evalplus</td>
</tr>
<tr>
<td>LeetCode Assistant</td>
<td>LeetCode problem prompts, responses generated by LLMs, and attempts to repair buggy prompts</td>
<td>Python</td>
<td>1209</td>
<td>No</td>
<td>N/A</td>
<td>zenodo.org/record/7792965#.ZCvyv-xBwUE</td>
</tr>
<tr>
<td>StudentEval</td>
<td>Student-generated prompts for introductory programming problems</td>
<td>Python</td>
<td>1749</td>
<td>Yes</td>
<td>Yes</td>
<td>hugesuggingface.co/datasets/wellesley-easel/StudentEval</td>
</tr>
<tr>
<td>FalconCode</td>
<td>Natural language descriptions of introductory programming problems</td>
<td>Python</td>
<td>661</td>
<td>Yes</td>
<td>Yes</td>
<td><a href="https://falconcode.dfcs-cloud.net/index.php">https://falconcode.dfcs-cloud.net/index.php</a></td>
</tr>
<tr>
<td>CS1QA</td>
<td>Naturally-occurring questions asked by students to LLMs with the LLM response</td>
<td>Python</td>
<td>17698</td>
<td>N/A</td>
<td>N/A</td>
<td>github.com/cyoon47/CS1QA</td>
</tr>
<tr>
<td>AD2022</td>
<td>Problems with a data structures course with student solutions</td>
<td>Python</td>
<td>16</td>
<td>Yes</td>
<td>Yes</td>
<td>inf.uni-hamburg.de/en/inst/ab/lt/resources/data/adlrec</td>
</tr>
<tr>
<td>Digital TA</td>
<td>Small exercises generated by a digital TA and associated solutions</td>
<td>Python</td>
<td>11</td>
<td>Yes</td>
<td>Yes</td>
<td>zenodo.org/records/7799972</td>
</tr>
<tr>
<td>Socratic Questioning</td>
<td>Socratic dialogues with a human instructor</td>
<td>Python</td>
<td>86</td>
<td>N/A</td>
<td>N/A</td>
<td>aclanthology.org/2023.bea-1.57</td>
</tr>
</tbody>
</table>

† While test cases are not provided, the dataset consists of publicly available contest problems which have automated testing.
Table 8: Fraction of instructor-assigned tags (Introductory (Intro), Object Oriented (OO), or Data Structures (DS)) assigned to exercises in various datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Intro</th>
<th>OO</th>
<th>DS</th>
</tr>
</thead>
<tbody>
<tr>
<td>HumanEval [56]</td>
<td>98.8%</td>
<td>0</td>
<td>1.2%</td>
</tr>
<tr>
<td>FalconCode [64]</td>
<td>100%</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>My AI CS2 [86]</td>
<td>83.3%</td>
<td>9.3%</td>
<td>7.4%</td>
</tr>
</tbody>
</table>

Finally, we examined the Automated Programming Progress Standard (APPS) dataset [95], as it explicitly advertises that it includes exercises of various difficulties. This is a large set (10000 problems), so we manually tagged a sample of 200 exercises and then used keyword searching to identify the usage of classes and common data structures. This means that our estimates will underestimate the complexity of the exercises. Many of the problems in this set are more complex, as expected as they were largely drawn from programming contests. However, they may not be problems typically seen in educational contexts. The instructor reviewing the problems would not use many of these problems in any course, as they introduce issues like floating point error, exceeding the maximum representable integer, or linear-time pattern searching. At the same time, relatively few explicitly reference OO topics (4.1%) or common data structures (6.6%).

Taken together, this analysis suggests that many of the available datasets—and as a result, the published results—reflect an early introductory programming context (CS1) with relatively few examples of common CS2 material (Cipriano and Alves [57] is a recent exception demonstrating research on OO topics) and even fewer covering any more advanced topics. Some datasets do include more challenging tasks, but these may not reflect the kinds of problems student programmers solve in upper year courses, as they appear to be inspired by (or were drawn directly from) programming contest sites.

7.3 Replication: The robots are coming

Finnie-Ansley et al. [85] published the first paper that examined the performance of large language models in solving introductory programming exercises. They found that Codex7 had better performance than the median student on the same exam exercises. In order to understand how the performance of large language models in this task has improved in the past two years, we partially replicated their study.

Method: We contacted the authors of the original study and received the problem descriptions and test cases used in the study. The original study had a total of 30 exercises; 23 used in two exams and seven variants of the Rainfall-problem [87]. In the original study, the method used for the Rainfall-problems differed from the method used for the exam questions. In our replication, we follow the method originally used for the exam problems for both the exam and the Rainfall problems. We generate up to ten solutions for each problem, stopping if the LLM creates a solution that passes the tests, or includes a “trivial formatting error”. As in the original article, we manually fixed the trivial errors and considered this step as an additional trial. All models were prompted with the problem description surrounded by triple-quotes as was done in the original study.

We evaluate three models in our replication: GPT-4, GPT-3.5-turbo, and GitHub Copilot. At the time of writing, GPT-4 is the state-of-the-art LLM, so it is interesting to see how it performs on solving the problems. GPT-4 also powers the paid version of ChatGPT. GPT-3.5-turbo is the model that powers the free version of ChatGPT, which is likely what many students will be using, and thus it is also interesting to include. Lastly, GitHub Copilot is free for students and educators, and is directly embedded into the IDE, so it is possible that students will be using it too, which is why we decided to include it in the replication.

Copilot works slightly differently to the other two models, as it cannot be directly prompted. For evaluating Copilot, we used the Visual Studio Code Copilot plugin, and provided the prompt (problem description surrounded by triple-quotes) in an empty file. We would then wait for Copilot to provide a suggested completion, and would accept the first suggestion that Copilot provided. In the rare cases where no suggestion was provided based on just the problem description, we would write ‘def’ to start the function, after which Copilot would suggest code if it had not before.

Results (GPT-4): For GPT-4, we used a temperature value of 0.9 similar to the original study. The results of the replication are presented in Figure 4 (only GPT-4) and Table 9 (all three LLMs). It is clear that GPT-4 outperforms Codex, which is the model used in the original study. All problems were solved in under ten attempts, except for the last question in the second test (T2-Q12). As noted in the original study, some of the Rainfall variants had somewhat vague problem descriptions, leading to GPT-4 having more trivial formatting issues with the outputs. In the original study, the results of Codex were similar to students in the top quartile; in our replication, GPT-4 would have been one of the top students in the class. The only problem that GPT-4 was not able to solve was the last problem of the second test (T2-Q12), which involved drawing bar graphs using text where the shape of the bar graph was determined by values in a dict passed to the function.

Results (GPT-3.5): Similar to GPT-4, we used the temperature value of 0.9 for GPT-3.5. GPT-3.5 performed only slightly worse compared to GPT-4. It was able to solve most problems on the first try, although many solutions included trivial formatting issues (e.g., "print(The sum is", sum)" when the tests expected a period at the end of the string). Compared to GPT-4, GPT-3.5 could not solve one of the Rainfall variants, specifically the one from Simon. Looking into why GPT-3.5 struggled, the biggest issue for the model was that the problem description stated that "A day with negative rainfall is still counted as a day, but with a rainfall of zero.” This was not taken into account in the code that GPT-3.5 generated as the code for all ten completions would simply ignore any days with negative rainfall values. Similar to GPT-4, GPT-3.5 could not solve the last question of the second test (T2-Q12).

Results (Copilot): Copilot performed the worst out of the three evaluated models, successfully solving 20 out of the 23 exam problems and four out of the seven rainfall variants. We looked into the issues in code for the problems that Copilot was unable to solve. T1-Q10 involved printing all words in a given sentence that start...
with a given character. The problem description explicitly stated that “The sentence will end with a full-stop.” The code generated by Copilot would not remove the full-stop from the end of the sentence, resulting in failure in the edge case when the last word of the sentence needed to be printed where the tests assumed the full-stop is not included in the word. T1-Q11 involved sorting four numbers given as a parameter using only the “min()” and “max()” functions (use of lists, if/elif/else, and loops was forbidden). While Copilot took the constraints into account, all ten completions had logical flaws and did not pass all the tests. Finally, similar to GPT-4 and GPT-3.5, Copilot was unable to solve T2-Q12 which involved printing bar graphs made of text. For T2-Q12, many completions from Copilot would not compile (the completion would be incomplete), and when it did, the code was nowhere near correct. For example, many completions would print the same bar graph regardless of input.

For the rainfall variants, Copilot was unable to correctly solve the one from Soloway, the one from Simon, and the one from Guzdial. For the variant from Simon, the issue was the same as for GPT-3.5 in that negative values were always ignored entirely, even though the problem description asked for these to be counted as days with a rainfall of 0. For both the Soloway variant and the variant from Guzdial, none of the completions generated by Copilot handled the edge case where the list is empty, leading to division by zero.

Copilot would sometimes provide just the function signature with a comment such as “# write your code here” followed by “pass”, or the completion would not have any code, but only comments with suggestions/hints for how to start work on the problem.

**Discussion:** Overall, all models performed quite well, having performance that would have allowed them to pass the exams. Unsurprisingly, GPT-4 outperformed GPT-3.5 and Copilot, which corroborates previous work where GPT-4 has outperformed other LLMs for various tasks [21, 151, 175, 184]. The problems where any model struggled were either complex (e.g., printing bar graphs as text) or had vague problem descriptions, leading to some edge cases being ignored (e.g., rainfall variants that did not specify what should happen when the list is empty). As noted in the original study, LLMs struggle with trivial formatting issues, such as missing punctuation or producing extra output that is not specified by the problem description. We noticed less variation in the completions generated by Copilot compared to the ones from GPT-4 and GPT-3.5. This might be due to the use of a relatively high temperature value for these models—previous work found similar results and speculated that Copilot likely uses a lower temperature value [191].

### 7.4 Novel analysis

In addition to replicating the study by Finnie-Ansley et al. [85] (see Section 7.3), we analysed the performance of large language models in solving programming tasks found in two other datasets: the Automated Programming Progress Standard (APPS) dataset [95] and the FalconCode dataset [64]. We did not find existing evaluations of recent LLM performance on the programming tasks found in either dataset. Examining multiple datasets allows for more comprehensive evaluation of LLM performance.

#### 7.4.1 APPS

Hendrycks et al. [95] created the Automated Programming Progress Standard (APPS) dataset as a benchmark for program generation. The dataset consists of 10,000 programming problems of varying difficulty, manually extracted from the online coding websites Codewars, AtCoder, Kattis, and Codeforces. The average number of lines for the solution is 18. The dataset has been divided into a training set and a test set, both containing 5000 problems. The following elements are provided for each problem:

- Problem description, including a description of the expected input and output of the problem and some concrete examples.
- A JSON file with inputs and corresponding output. On average, each problem has 21.2 test cases.
- A JSON file with metadata, with a difficulty level (introductory, intermediate, competition) and the url to the website where the problem is hosted.
- A list of solutions from humans.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Solved on attempt</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GPT-4</td>
</tr>
<tr>
<td>T1-Q1</td>
<td>2*</td>
</tr>
<tr>
<td>T1-Q2</td>
<td>1</td>
</tr>
<tr>
<td>T1-Q3</td>
<td>1</td>
</tr>
<tr>
<td>T1-Q4</td>
<td>2*</td>
</tr>
<tr>
<td>T1-Q5</td>
<td>1</td>
</tr>
<tr>
<td>T1-Q6</td>
<td>1</td>
</tr>
<tr>
<td>T1-Q7</td>
<td>2*</td>
</tr>
<tr>
<td>T1-Q8</td>
<td>1</td>
</tr>
<tr>
<td>T1-Q9</td>
<td>1</td>
</tr>
<tr>
<td>T1-Q10</td>
<td>1</td>
</tr>
<tr>
<td>T1-Q11</td>
<td>3</td>
</tr>
<tr>
<td>T2-Q1</td>
<td>1</td>
</tr>
<tr>
<td>T2-Q2</td>
<td>1</td>
</tr>
<tr>
<td>T2-Q3</td>
<td>1</td>
</tr>
<tr>
<td>T2-Q4</td>
<td>1</td>
</tr>
<tr>
<td>T2-Q5</td>
<td>1</td>
</tr>
<tr>
<td>T2-Q6</td>
<td>1</td>
</tr>
<tr>
<td>T2-Q7</td>
<td>1</td>
</tr>
<tr>
<td>T2-Q8</td>
<td>2*</td>
</tr>
<tr>
<td>T2-Q9</td>
<td>1</td>
</tr>
<tr>
<td>T2-Q10</td>
<td>1</td>
</tr>
<tr>
<td>T2-Q11</td>
<td>2</td>
</tr>
<tr>
<td>T2-Q12</td>
<td>-</td>
</tr>
<tr>
<td>RF-Soloway</td>
<td>2*</td>
</tr>
<tr>
<td>RF-Simon</td>
<td>2*</td>
</tr>
<tr>
<td>RF-Fisler</td>
<td>2*</td>
</tr>
<tr>
<td>RF-Ebrahimi</td>
<td>2*</td>
</tr>
<tr>
<td>RF-Guzdial</td>
<td>2*</td>
</tr>
<tr>
<td>RF-Lakanen</td>
<td>2*</td>
</tr>
<tr>
<td>RF-Apples</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 9: The replication results for [85]. An asterisk indicates that the solution required trivial modifications, which was counted as an additional attempt (i.e., “2*” means that the problem was solved on the first try, but had trivial mistakes e.g. in formatting of strings such as a missing period or extra unnecessary prints). A ‘-‘ means that the problem was not solved within 10 attempts.
Method. We use the dataset from this paper and assess how newer models can handle these problems. We use a simplified method, employing the following steps:

- We run the models (GPT-3.5-turbo16k, GPT-4) with the following parameters: temperature=0.0, max_tokens=4000, and default values for Top P (1), Frequency penalty (0), and Presence penalty (0). The system prompt we use is as follows:
  
  You are a highly intelligent coding bot that can easily handle any Python programming task. Given natural language instructions you can always implement the correct Python solution. Your focus is the solution code only. You are not allowed to provide explanations.

- Make sure to use input statements for input, and do not give a method definition.

Example (toy) instructions:
Implement a Python program to print "Hello, World!" in the hello.py.

Example bot solution:
```python
=== hello.py ===
x=input()
print(x)
===
```

As the user input, we provide the full problem description as described above.

We process the generated code by running the code and providing the inputs from the first 25 test cases to each solution. We then compare the output to the expected output using an exact comparison. After noticing that differences in characters for line endings caused problems (‘\r\n’ versus ‘\n’), we fixed this in the output comparison. We consider a test case to fail after a timeout of 5 seconds. For each problem, we store a list of test results and calculate a success rate as the percentage of passed test cases.

For simplicity, we skipped the problems that had starter code. We also skipped problem descriptions that could not be read. We ran a sample of 100 interview-level problems for GPT-4, running 25 test cases for each problem. We manually assessed the failing test cases, to check if the problems were actual coding problems or were caused by formatting mistakes. Minor issues were corrected.

The final runs were conducted in September 2023.

Results. Table 10 and Figure 5 show the results. GPT-4 performs quite well overall, with an average score of 51.5% on test cases. Comparing to GPT-3.5, which scored 39.2%, performance has clearly improved. Keeping a strict pass/fail criterion (all tests should pass), only 36.1% of the GPT-4 solutions pass all tests, as do 21.0% of GPT-3.5 solutions. We also observe a large difference between problem types, with GPT-4 solutions to introductory problems scoring as high as a 72.2% test case average, but the most difficult, competition level problems scoring only 28.7%.

![Figure 4: A comparison of the original results and the score achieved by GPT-4 on the two CS1 tests and Rainfall-problem variants presented in [85].](image)

![Figure 5: GPT success rate for different exercise types.](image)

Discussion. A major downside of the APPS dataset is that it is a public dataset with problems from popular online coding websites.
It is possible that solutions for it have been included in training recent models.

Overall, APPS is a high-quality dataset with extensive test suites for many of the problems. However, in the context of computing education, several problems in this dataset might not be suitable for novice programmers. Even the introductory set contains some complex problems, and many are targeted at people participating in programming competitions.

We included an explicit instruction in the prompt to ‘use input statements for input, and do not give a method definition.’ Omitting this in a first test run showed many tests failing because the model returned a method definition. This shows that we need to be sure the model creates solutions in the exact same format as expected.

There are different aspects to be considered when running an analysis of a model on a certain task. The number of attempts to get a solution from the model should be specified. The ‘Robots are coming’ replication (Section 7.3) performed multiple attempts, while we only use one attempt for this dataset.

7.4.2 FalconCode. FalconCode is a novel collection of over 1.5 million Python programs from over 2,000 undergraduate students at the United States Air Force Academy [64]. The dataset is not available online but is provided to anyone who applies following the instructions at the dataset website. The dataset contains 661 introductory Python programming problems used in 4 courses. To understand how well selected LLMs (GPT-3.5/4) perform on these problems we (i) extracted the problem statements and unit tests; (ii) performed de-duplication of problem statements; (iii) utilised the LLMs to generate solutions; (iv) ran the unit tests provided in the dataset against the outputs of the LLMs; and (v) analysed the test results.

Data extraction. The dataset is provided in a convenient tabular format that has 661 problems. Among other fields, there are prompt and test case columns that contain the problem statement and the unit tests to evaluate the correctness of the solution. The problem statements are in HTML format which we preserved. The unit tests are runnable Python code. We extracted those into separate Python files.

Although the original dataset lists 661 problems, some problems are re-used across courses resulting in duplicate problem descriptions. After removing entries that have identical HTML problem descriptions, we were left with 385 unique problem descriptions.

Generating solutions. To generate a solution to the given problem, we include the problem statement (HTML) into the same prompt as used with the APPS dataset experiment (Subsection 7.4.1). We decided against extracting plain text of the problem statements because the HTML may encode important information through formatting that a state-of-the-art LLM such as GPT-3.5/4 may be capable of leveraging. Note that many of the problem statements refer to an external resource (e.g., starter code or a file with data) that has not been made available as part of the dataset. Hence, we cannot include the resource in the prompts submitted to the LLMs.

We extract the completion of the submitted prompt and save it into a Python file named with the id of the problem (needed for the unit tests to discover the solution). In a non-negligible number of cases, the completion was wrapped in `"."python . . . . tokens. While this issue could likely be fixed via further prompt engineering, we removed these tokens using a regular expression. Leaving the tokens in would cause syntax errors that would result in the failure of all the unit tests despite the solution being correct.

Testing. To test the correctness of the automatically generated solutions, we executed the provided unit tests. The unit tests rely on the solutions being present in the same directory in a file named with the id of the problem. Additionally, there is an external cs110 grading (testing) library that needs to be installed through pip.9

We saved the output of the unit testing for each individual problem into a separate file. The last line of these had a predictable format: Unit Test Returned: #, where # is replaced with a number from 0 to 100. We utilised simple regular expressions to extract this final result of the evaluation from each of the output files. Note that assignments with identical problem statements could have been associated with different unit tests. Therefore, for each problem, we ran all available unit tests and took the average result of the tests as the score.

Results analysis. Table 11 shows the performance of GPT-3.5/4 on the 385 FalconCode problems across three different types of assignments:

- **Skill:** Small (1–3 line) programs focused on specific programming skill.
- **Lab:** Medium (10–50 line) programs focused on utilisation of one or more skills.
- **Project:** Larger (50–300 line) programs solving an open-ended problem.

GPT-4 performed markedly better than GPT-3.5. In the subsequent analysis, we focus on the better performing GPT-4 model. The overall performance of 45.4% suggests a rather weak performance of the LLM in handling these introductory programming problems. In

---

9https://falconcode.dfcs-cloud.net/index.php

9https://pypi.org/project/cs110/
Table 11: Results for FalconCode. The middle column describes the raw success rates for each category of problem, and the rightmost column describes the success rates after problems where insufficient information is provided were removed.

<table>
<thead>
<tr>
<th>Type</th>
<th>Full GPT-3.5</th>
<th>GPT-4</th>
<th>Clean GPT-3.5</th>
<th>GPT-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skill</td>
<td>162</td>
<td>30.3%</td>
<td>40.0%</td>
<td>81</td>
</tr>
<tr>
<td>Lab</td>
<td>214</td>
<td>29.8%</td>
<td>51.4%</td>
<td>155</td>
</tr>
<tr>
<td>Project</td>
<td>9</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0</td>
</tr>
<tr>
<td>Overall</td>
<td>385</td>
<td>29.3%</td>
<td>45.4%</td>
<td>236</td>
</tr>
</tbody>
</table>

Table 12: Reasons for LLM (GPT-4) failures on FalconCode problems. We used this analysis to filter the dataset down to a clean version that is appropriate to use for the evaluation. The clean column signifies which reasons were considered as the failure on the LLM part. These data points were included in the clean dataset.

<table>
<thead>
<tr>
<th>Failure Cause</th>
<th>Clean</th>
<th>Skill</th>
<th>Lab</th>
<th>Project</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missing Instructions</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing Starter Code</td>
<td>58</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing Data File</td>
<td>20</td>
<td>46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Unit Tests</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incorrect Unit Tests</td>
<td>✓</td>
<td>1</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Unexpected Library</td>
<td>✓</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Incorrect Structure</td>
<td>✓</td>
<td>25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incorrect Solution</td>
<td>✓</td>
<td>22</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>Overall Failed</td>
<td>104</td>
<td>114</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Overall Failed (clean)</td>
<td>23</td>
<td>55</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In order to understand the causes of the low performance we analysed each case where GPT-4 did not achieve the full score. Specifically, we performed a thematic analysis in which causes of each failed assignment were extracted as codes and then collated into higher-level themes [47]. The results of the analysis are shown in Table 12.

We first analysed the performance on Projects since it amounted to 0.0%. It turns out that the problem statement included in the dataset only points to an external pdf file that contains the actual instructions, e.g.:

Objective: Create a drone simulation that can scan a battlefield for targets and engage them.

Instructions: Read writeup (airstrike.pdf) and use the template file to begin work.

Since the pdf file has not been released with the dataset we could not provide the LLM with adequate instructions to generate a solution. This is the case for all 9 projects.

As Skill assignments are supposed to require only small solutions, not exceeding several lines of code, the performance of 40.0% is rather unexpected. Our analysis revealed that the main causes of the poor performance are related to the same cause detected with the Project tasks. There are a substantial number of situations where the Skill assignment required an external data file, and even more commonly starter code was needed to complete the assignment, e.g.:

As the starter code has not been included in the dataset, the LLM does not have the complete information to produce the desired output. We also detected instances where the LLM used an unexpected library (not part of the Python standard library) and hence the program would crash, i.e., the unit tests would fail. In a few cases, the unit tests would be missing or incorrect. We also identified several instances where GPT-4 generated a genuinely incorrect solution to the problem statement that provided sufficient information.

The most common cause of failed unit tests for Lab assignments was also a missing data file and/or starter code (not released with the dataset). Another common cause was an incorrect structure of the (possibly correct) solution. A typical example would be a solution containing a function that returns a value whereas it was supposed to be a script asking a user to provide an input and print the output to the terminal. In the remaining cases GPT-4 generated a genuinely incorrect solution.

Based on the above analysis, we report another set of results (Clean) on the subset of 236 FalconCode problems that provide sufficient information for the LLM and are associated with valid test cases. The success rate increases from 45.4% to 74.1%. It is worth emphasising that if we would also disregard the cases where GPT-4 produced the correct solution using an unexpected structure (e.g., a function returning a value instead of a program asking user for an input and printing to a terminal) or utilised an unexpected library, the success rate would increase to 86.8%. Finally, a large portion of the genuinely incorrect solutions are rather superficial problems, such as not rounding to a single decimal as demonstrated in the example provided in the instructions. A simple change to the prompt adding the specific instruction would certainly fix such issues. Hence, one can conclude that we only observed a minimal amount of cases where GPT-4 would produce a truly incorrect solution to the problem (most certainly in fewer than 5% of cases).

7.5 Discussion

In this section, we provide an overview of the issues we encountered while performing our replication and analyses. Our experiences could provide valuable insights to researchers who want to study LLM performance as well as to teachers who are interested in their performance in an educational context.

**Higher LLM performance than identified in the literature.** Our replication of the Finnie-Ansley et al. [85] paper suggests that new LLM models are significantly more capable than is currently reported in the literature. Our experiment with the FalconCode dataset further supports this conclusion, and while success rates are lower on the APPS dataset, those problems are significantly more challenging than those typically provided in CS1 and CS2 courses.

**Challenges using publicly available datasets.** We encountered a number of challenges applying LLMs to publicly available datasets,
even though the datasets themselves are of high quality. In particular, we anticipate that future researchers will find that very few datasets will have been produced specifically to support LLM code generation research, so they are likely to not include critical information like starter code, data files, or formatting instructions.

Researchers will also encounter challenges even with datasets produced for code generation tasks. As suggested by Liu et al. [129], existing datasets may need to be augmented to evaluate LLM-generated code accurately. The number and quality of the test cases provided might not completely cover all exercise requirements and edge cases, therefore giving a false positive result. Alternatively, test cases can even be incorrect, or too strict, exceeding what is required in the instructions, lowering the potential performance of models.

**Homogeneity in available datasets.** Finally, future researchers may struggle to find appropriate datasets. Most datasets we found could support code generation, using Python, of CS1 problems. To assess model performance on multiple types of tasks, for different programming languages, or at different levels, will require new datasets. The community will need to reward the effort of curating and maintaining such datasets, as providing a complete and well-evaluated dataset is challenging (as noted above) and is important for enabling research by a diverse set of groups.

7.5.1 **Limitations.** We focused our efforts on replicating code generation tasks, but there are many other research questions that are potentially even more challenging to replicate. Testing generated code can be easily automated by running test cases, although this might not capture all aspects relevant to computing educators, such as code quality and suitability of the solution with regards to which concepts the student has learned so far. These latter aspects could also be assessed automatically, but we have not attempted to do so in our study.

Outside of code generation, assessing solutions for other types of exercises common in CS (e.g. regular expressions, UML-diagrams, automata), LLM-generated exercises, feedback, and explanations require additional datasets and may require a qualitative framework that could be difficult to provide or to transfer to another research team.

**Advice for users and creators of LLM Computing Education datasets:**

- Creators: Include full and precise problem descriptions, so that the LLM can be given sufficient information for solving the problem.
- Creators: Include full test cases, ideally in a format where they are easy to run for others, so that LLM performance can be easily evaluated.
- Creators: Include any resources needed to complete the assignments, e.g., the starter code or data files.
- Creators: Make it easy to update or extend the data set, and report issues.
- Users: Make LLM parameters clear for replication.
- Users: Clearly describe the prompts used with the models, ideally providing example prompts.

8 **CONCLUSIONS**

This report is the output of an ITiCSE Working Group that explored how the emerging generative AI revolution will impact the future of computing education. The first time that the group met was in April 2023—three years after the release of the ground-breaking GPT-3 large language model; less than two years after the release of the Codex model (a variant of GPT-3 specifically fine-tuned for coding tasks); less than one year since the Copilot plug-in (for generating code directly within an IDE) was made available for free to students worldwide; five months since the release of ChatGPT (providing a convenient chatbot interface); and just one month after the release of GPT-4, a powerful multi-modal large language model. Against this backdrop of rapid advancements, our working group came together at a time when the computing education community was just beginning to grapple with the widespread use of generative AI tools by students as well as the general public. Many urgent questions were being asked about how to adapt to the challenges and opportunities presented by these new models and tools. In particular, if students are able to generate solutions to all of their programming coursework, how will this impact what is taught, how it is taught, and how students will remain motivated to learn?

Our overarching goal is for this report to serve as a focal point for researchers and practitioners who are exploring, adapting, using, and evaluating LLMs and LLM-based tools in computing classrooms. We now return to the list outlined in Section 1.1 to summarise our main contributions:

1. **A review of the literature:** We provide a detailed review of the literature on LLMs in computing education, current as of August 2023. Using a keyword search of relevant databases and two rounds of forward and backward snowballing, we synthesise findings from 71 primary articles. Due to rapid changes in the field and the slow pace of publishing in traditional venues, much of this work was available only as pre-prints on platforms such as arXiv. We included all such literature in our review and assessed every article with respect to a set of quality metrics. The most common type of paper to date involves evaluating the performance of LLMs when applied to tasks such as solving programming exercises. A key finding, which justifies some of the widely voiced concerns around academic misuse of LLMs, is that current models tend to perform at least as well as most students on typical introductory-level programming tasks. We also reviewed papers that discussed possible opportunities and challenges of LLMs, that studied how end-users (including students) interacted with LLMs, and that used LLMs to generate high-quality learning resources. Among the risks that were identified, the most common concern expressed by authors was that students would become overly-reliant on using LLMs to generate and debug code.

2. **Prevailing attitudes:** To understand how LLMs are currently being perceived and used, we conducted a survey involving 171 students and 57 instructors from computing courses spanning 20 distinct countries. We found that, in general, students and instructors had similar perceptions about LLMs with respect to questions around experiences, expectations and beliefs. However, they differed in their perceptions of how clear course
policies were about the allowed use of LLMs, with instructors—somewhat surprisingly—finding these policies to be less clear than students. Many of the respondents to our survey had very little experience using generative AI tools at the current time, although we expect familiarity to grow rapidly in the coming years. Some instructors were concerned that their students were using such tools inappropriately, and a small fraction of students refused to use generative AI tools for ethical reasons and due to concerns about harming their learning. In many cases perceptions were well-aligned—both students and instructors felt strongly that there should be some restrictions on the allowed usage of generative AI tools for coursework.

(3) New instructional approaches: Although many instructors are only just beginning to think about the impacts on their teaching, some have already made concrete changes to their curricula and assessments. In order to document these recent adaptations, we conducted 22 in-depth interviews with instructors on five continents who already had concrete plans in place to change some aspect of their teaching. We found that some instructors were beginning to place a greater emphasis on ‘process over product’. That is, instead of just grading a final artefact, there is an evaluation of the processes used by students when working on a product. In addition, there was also a trend towards placing a greater emphasis on invigilated assessments such as exams, with a reduction to the grade weighting placed on unsupervised homework assignments. We anticipate further changes to learning objectives, course content and assessment practices in the near future, and we see an important need to swiftly disseminate best practices that emerge.

(4) Academic integrity: Policies & recommendations We reviewed academic integrity policies that mentioned generative AI from major universities around the world and found that these explicitly addressed many of the principles stated in the ACM code of ethics. However, it is unclear how students are being educated about the ethical use of generative AI in the classroom. This appears to be an important area for future work given the findings from our survey which revealed that students and instructors have quite different views regarding the clarity of current policies. Further work in this area is needed to understand how to effectively embed these principles in computing classrooms.

We follow our review of policies with concrete recommendations for both students and instructors. We agree with the position articulated by many publishers that the user of the LLM should be considered the author of the generated text. This has implications for academic integrity, in that plagiarism is not usually a concern but instead users would be responsible for any falsification produced from uncrirical use of LLM-generated artefacts. We encourage instructors to teach students about the ethical use of generative AI throughout their courses, clearly stipulating any restrictions on use for assessed work. Should students use such tools for graded tasks, we recommend they include a statement detailing its usage, and any violations should be regarded as academic misconduct with the penalties explained clearly. Institutions and faculty will need to communicate these expectations explicitly, and thus it is imperative that we provide students with resources to understand how to use LLMs appropriately. To this end, we have prepared a sample handout that can be adapted and included in a course syllabus on the ethics of using generative AI tools for assignment work (see Appendix D).

(5) Encouraging replication: Given that instructors are naturally interested in how well LLMs can solve typical tasks that are set for students, a common thread of work to date has been to evaluate the performance of various models. However, replicating prior work using newer models is difficult, given that a wide variety of parameters, prompts, and evaluation approaches have been used, and not all methods are reported with sufficient detail. Producing a dataset that contains everything necessary for high-quality LLM research (in particular, accurate evaluation of the artefacts generated by LLMs) is challenging and needs to be encouraged by the community. We therefore identified a seminal paper on LLM evaluation for programming tasks [85], and have prepared and released the problem descriptions and test cases in order to facilitate future replication work. Our own replication of this prior work, using a state-of-the-art model, shows an extraordinary performance improvement over the span of two years since the original work was carried out.

As we face the changes being ushered in by the AI revolution, it is clear that LLMs present significant challenges but also new opportunities for computing educators. We present this report not only as a snapshot of the current state at this relatively early stage, but also as a call to action: to encourage broad exploration of the use and impacts of Generative AI and LLM-based tools in computing classrooms, to adapt teaching methods and update academic integrity policies, and to develop best practices and to share them widely with the computing education community. Many pressing matters presently remain unknown. For instance, future work must explore how these new tools impact equity, justice, and diversity in computing education. Will these generative AI tools have a positive impact on marginalised groups or will it widen the gap? The future of computing education is rapidly evolving, and shaping it towards the common good must be a collective effort.
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A PAPER EXTRACTION FORM

The following questions were placed on a form that the group used when evaluating the papers that were included in the literature review.

(1) **Paper title** [text entry]
(2) **Bibtex entry** [text entry]
(3) **Article type** [multi-select]
   - Position / discussion paper
   - Supervised study (a study that is conducted in a highly controlled environment like a research lab)
   - Unsupervised study (a study that is conducted in a less restricted environment, such as online)
   - New tool paper (presenting a new tool / LLM)
   - Evaluation paper (evaluating an existing tool / LLM)
   - Other [text entry]
(4) **Author affiliation** [multi-select]
   - Academic
   - Industry
(5) **Country of human participants**: If data is collected from human participants, provide a comma separated list of countries of where participants were located (if not explicitly mentioned, put "unclear"). [text entry]
(6) **Level of human participants** [multi-select]
   - Uncontextualized
   - Primary school (e.g. elementary, intermediate, middle school)
   - Secondary school (e.g. high school)
   - Tertiary education (e.g. college, university)
   - Informal education (e.g. MOOCs)
   - Professional developers
   - Not applicable
   - Other [text entry]
(7) **Number of human participants from whom data was collected** (if available, type into other) [multi-select]
   - Not applicable
   - Unclear
   - Other [text entry]
(8) **Description of participants**: A copy-paste (or paraphrased) description of participants from whom data is collected which may be useful to a more detailed thematic analysis. This information can often be found at the beginning of a Methods section. [text entry]
(9) **How do the authors motivate the work**: A copy-paste (or paraphrased) description of the motivation for the work as expressed by the authors. [text entry]
(10) **What LLM / tool is used?** [multi-select]
    - GPT-3
    - GPT-4
    - Codex
    - Copilot
    - Unclear
    - N/A
    - Other [text entry]
(11) **What are the explicit research questions / research goals / hypotheses in the article?** A copy-paste (or paraphrased) description of the RQs, goals, hypotheses. [text entry]
(12) **What programming languages are involved in the study?** [multi-select]
    - Java
    - Python
    - C
    - C++
    - Not programming language focused
    - Other [text entry]
(13) **How does the article evaluate the data collected?** [multi-select]
    - Qualitatively
    - Quantitatively
    - N/A
(14) **Quality assessment**: An assessment of the research "quality". [Yes / No / Vague radio grid]
    - Is there a clearly defined research question/hypothesis?
    - Is the research process clearly described?
    - Are the results presented with sufficient detail?
    - Are threats to validity / limitations addressed in an explicit (sub)section? (code as "vague" if discussed, but not in a separate subsection)
(15) **What is the contribution / what are the key results of the article?** Provide a short summary of the main findings. [text entry]
(16) **Curriculum changes**: Provide any potential effects on computing curriculum that could result from this work (when answering this question, please feel free to provide some of your own commentary - it is fine to mention curriculum changes which the paper prompted you to think about, even if they aren’t explicitly mentioned by the paper authors). [text entry]
(17) **Opportunities**: Provide any potential opportunities for computing education that could result from this work (when answering this question, please feel free to provide some of your own commentary - it is fine to mention opportunities which the paper prompted you to think about, even if they aren’t explicitly mentioned by the paper authors). [text entry]
(18) **Threats**: Provide any potential threats for computing education that could result from this work (when answering this question, please feel free to provide some of your own commentary - it is fine to mention threats which the paper prompted you to think about, even if they aren’t explicitly mentioned by the paper authors). [text entry]
(19) **Additional notes**: Can be used to note any interesting aspects of paper or anything else relevant that isn’t captured in the extraction fields above. [text entry]
B STUDENT SURVEY QUESTIONS

The following questions were used in the survey filled out by students.

(1) Gender
- Man
- Woman
- Non-binary
- Other:

(2) Country (drop-down list)

(3) Level of Study
- First Year
- Second Year
- Third Year
- Fourth Year
- Fifth Year
- Other:

(4) Degree Major / Specialization
- Computer Science
- Software Engineering
- Information Technology
- Computer Engineering
- Bioinformatics
- Other:

(5) Number of courses with a programming component which you have completed (text entry)

(6) Rate your agreement with the following statements: (Likert)
- I regularly use GenAI tools when working with text (e.g.: writing emails, reports, summaries)
- I regularly use GenAI tools when working with code (e.g.: generating code or explanations, writing programs, debugging, ...)
- I regularly use GenAI tools when working with images (e.g.: generating new pictures, ...)

(7) After generating code using GenAI tools, I mostly:
- Not applicable (I have not used GenAI tools to generate code)
- Use the code immediately.
- Skim through the code briefly to make sure that it looks correct.
- Read it carefully (with scepticism) to ensure that it is correct.
- Read it carefully (with scepticism) and also write code to test it.

(8) Rate your agreement with the following statements: (Likert)
- I expect to use GenAI tools increasingly in my learning practices in the future
- Using GenAI tools frequently to generate code is harmful for my learning of programming
- GenAI tools can provide guidance for coursework as effectively as human teachers
- GenAI tools will replace human teachers in the future

(9) Students must be taught how to use GenAI tools well for their future careers (Likert)

(10) When you have a question regarding the material you are studying or are stuck on a problem, in what order do you do the following? (ranking question)
- Ask using GenAI tools
- Ask on the course discussion forum
- Search online (e.g. Google)
- Ask a friend
- Ask on online forums such as Stack Overflow
- Ask the course instructor/TA

(11) Rate your agreement with the following statements: (Likert)
- The policies at my university are clear regarding what is allowed and what is not allowed in terms of using GenAI tools
- The policies in the courses I took last semester were clear regarding what is allowed and what is not allowed in terms of using GenAI tools
- There should be no restrictions on the use of GenAI tools in coursework

(12) For programming assignments, I believe GenAI should be:
- Always allowed
- Allowed in some assignments, disallowed in others (based on the assignment type, course level, etc.)
- Always disallowed

(13) Can you elaborate on when you believe GenAI should be allowed or disallowed? (text entry)

(14) To what extent do you think students at your school are using GenAI tools in ways that your instructors would not approve of?
- Almost everyone
- Many
- Some
- A few
- Almost none

(15) In the absence of an explicit course policy on the use of GenAI tools, which of the following do you consider as NOT ethical? (Mark all that apply):
- It is unethical to auto-generate a solution for the whole assignment (or a large portion of it) and submitting it without understanding it.
- It is unethical to auto-generate a solution for the whole assignment (or a large portion of it) and submitting it after reading it and completely understanding it.
- It is unethical to auto-generate a solution even for small parts of the assignment.
- It is unethical to use GenAI tools to “explain” to you (step-by-step) how to solve the problem.
- It is unethical to provide your code to GenAI tools and ask them to help you fix a bug.
- It is unethical to ask GenAI tools to comment, tidy and improve the style of your code.
- It is unethical to write the solution in a programming language (other than the one used in the course) and asking GenAI tools to translate it for you to the language of the course (and then submitting the translated code).
(16) If everyone in class is using GenAI tools, but it is against the rules to use them, then I would still use them. (Likert)

(17) Rate your agreement with the following statements: (Likert)
- GenAI tools will negatively impact my future job prospects
- GenAI tools will harm the development of generic or transferable skills such as teamwork, problem-solving, and leadership
- I am concerned that I will become over reliant on GenAI tools
- I trust the code written by GenAI tools more than the code I write
- My instructors can detect code that was written by GenAI tools
- My instructors actively check for unauthorized use of GenAI tools
- Even if my instructors disallow GenAI tools in my programming assignments, it is fine for me to use them to generate code as long as I understand the code very well. It is unethical only if I copy without understanding.

(18) Describe the ways you currently use GenAI tools in computing courses for text generation (e.g.: writing reports, summaries, etc.)

(19) Describe the ways you currently use GenAI tools in computing courses for code generation (e.g.: debugging, writing, etc.)

(20) Describe the effects you think GenAI tools will have on your prospects for future employment:

(21) What are your views on the allowed usage of GenAI tools in coursework/exams?
C INSTRUCTOR SURVEY QUESTIONS

The following questions were used in the survey filled out by instructors.

(1) Gender
    - Man
    - Woman
    - Non-binary
    - Other:

(2) Country (drop-down list)

(3) Teaching Experience (years) (text entry)

(4) Select the sizes of classes you taught in the most recent semester
    - 1-10 students
    - 11-30 students
    - 31-50 students
    - 51-100 students
    - 101-250 students
    - 251-500 students
    - 500+ students

(5) Select the type of department/school/faculty
    - Computer Science
    - Software Engineering
    - Information Technology
    - Computer Engineering
    - Bioinformatics
    - Other

(6) Rate your agreement with the following statements:
    (Likert)
    - I regularly use GenAI tools when working with text (e.g.: writing emails, reports, summaries)
    - I regularly use GenAI tools when working with code (e.g.: generating code or explanations, writing programs, debugging, ...)
    - I regularly use GenAI tools when working with images (e.g.: generating new pictures, ...)

(7) After generating code using GenAI tools, I mostly:
    - Not applicable (I have not used GenAI tools to generate code)
    - Use the code immediately.
    - Skim through the code briefly to make sure that it looks correct.
    - Read it carefully (with scepticism) to ensure that it is correct.
    - Read it carefully (with scepticism) and also write code to test it.

(8) Rate your agreement with the following statements:
    (Likert)
    - I expect to use GenAI tools increasingly in my teaching practices in the future
    - Using GenAI tools frequently to generate code is harmful for my students’ learning of programming
    - GenAI tools can provide guidance for coursework as effectively as human teachers
    - GenAI tools will replace human teachers in the future

(9) Rate your agreement with the following statements
    - Students must be taught how to use GenAI tools well for their future careers
    - I plan to change my assessment practices now that GenAI tools are commonly available
    - I plan to change my curriculum now that GenAI tools are commonly available

(10) Rate your agreement with the following statements
    (Likert)
    - The policies at my university are clear regarding what is allowed and what is not allowed in terms of using GenAI tools
    - The policies in the courses I taught last semester were clear regarding what is allowed and what is not allowed in terms of using GenAI tools
    - There should be no restrictions on the use of GenAI tools in coursework

(11) For programming assignments, I believe GenAI should be:
    - Always allowed
    - Allowed in some assignments, disallowed in others (based on the assignment type, course level, etc.)
    - Always disallowed

(12) Can you elaborate on when you believe GenAI should be allowed or disallowed? (text entry)

(13) To what extent do you think students at your school are using GenAI tools in ways that you would not approve of?
    - Almost everyone
    - Many
    - Some
    - A few
    - Almost none

(14) In the absence of an explicit course policy on the use of GenAI tools, which of the following do you consider as NOT ethical for students to do? (Mark all that apply):
    - It is unethical to auto-generate a solution for the whole assignment (or a large portion of it) and submitting it without understanding it.
    - It is unethical to auto-generate a solution for the whole assignment (or a large portion of it) and submitting it after reading it and completely understanding it.
    - It is unethical to auto-generate a solution even for small parts of the assignment.
    - It is unethical to use GenAI tools to “explain” how to solve the problem step-by-step.
    - It is unethical to provide code to GenAI tools and ask them to help fix a bug.
    - It is unethical to ask GenAI tools to comment, tidy and improve the style of the code.
    - It is unethical to write the solution in a programming language (other than the one used in the course) and asking GenAI tools to translate it to the language of the course (and then submitting the translated code).

(15) Rate your agreement with the following statements
    (Likert)
    - GenAI tools will negatively impact my students’ future job prospects
• GenAI tools will harm the development of generic or transferable skills such as teamwork, problem-solving, and leadership
• I am concerned that my students will become over reliant on GenAI tools
• I trust the code written by GenAI tools more than the code I write
• I can detect code that was written by GenAI tools
• I actively check for unauthorized use of GenAI tools

16. Describe the ways you currently use GenAI tools in computing courses for text generation (e.g.: writing reports, summaries, etc.) (text entry)

17. Describe the ways you currently use GenAI tools in computing courses for code generation (e.g.: debugging, writing, etc.) (text entry)

18. Please describe any changes you have made, or plan to make, to your teaching approaches in courses you are teaching: (text entry)

19. Please describe any changes you have made, or plan to make, to your assessment approaches in courses you are teaching: (text entry)

20. If you have already implemented changes, describe how successful you think they were. (text entry)

21. What new content/courses do you think should be taught/added to the curriculum? (text entry)

22. Does your institutional academic integrity policy explicitly mention generative AI?
   - Yes
   - No

23. Can you provide a link to your institution’s policy on GenAI tools? (text entry)

24. Do you have a policy explicitly stated in your syllabus about when GenAI tools should or could be used in your course?
   - Yes
   - No

25. If you have a statement about acceptable use of generative AI in your course syllabus documents, and you are willing to share that statement, please paste it below: (text entry)

26. Have you observed any students using these models? If so, how are they using them? (text entry)

27. Are you willing to be interviewed regarding the use of GenAI tools in computing classes? If so, please provide a preferred contact email address. (text entry)
D STUDENT GUIDE
Generative AI refers to a kind of artificial intelligence software that is capable of generating information in response to prompts. The software is trained on source data, and uses that training data as input to a sophisticated model that predicts the appropriate response to the prompt. It does not understand the prompts, but it produces a convincing simulation of understanding. Examples of generative AI systems that use text include ChatGPT and Bard, and generative AI models capable of generating images include Midjourney and DALL-E.

Generative AI tools can be used in ways that increase productivity and help you to learn. However, they may also be used in unproductive ways that provide answers without helping you to learn.

Policy on generative AI:
- You may use AI tools to help you learn during lab exercises and assignments.
- You will NOT be permitted to use AI tools in secure assessments (i.e., the Test and Exam).

Examples of productive use
Generative AI tools are used in industry so you will be likely to use them regularly in your future work after graduation. Therefore, you should learn to use them appropriately to receive the most long-term benefit. As a student, effective uses of generative AI tools are centered on helping you understand course material, and may include asking generative AI to:
- Explain a given topic, or to provide an example of how programming constructs are used.
- Explain your program one line at a time.
- Produce an example that is similar to assignment questions.
- Explain the meaning of error messages.
- Generate code to complete tasks that you have already mastered from previous coursework.

Examples of inappropriate use
Some uses of generative AI do not typically help you learn, and such uses are likely to result in worse long-term outcomes (e.g., you will not be able to complete Test and Exam questions, or to continue following courses that expect a mastery of early programming content). Examples of these uses are:
- Using AI tools on official assessments where it has been forbidden.
- Asking generative AI to complete laboratory questions or assignments for you.
- Asking generative AI to debug code that has errors.
- Writing a code solution in a language you know and then asking an AI tool to translate that code into the language required for the assignment.

Risks of generative AI
There are many risks associated with the use of generative AI.

Accuracy If you are using generative AI tools for learning then you should always double-check the content. For example, if you are assigned to write a program that uses a specific algorithm, AI tools may generate a solution that arrives at the correct answer but does not use the required algorithm. If you use generative AI to assist in the creation of assessed content then you are responsible for the accuracy and correctness of the work that you submit.

Quality Content generated may be of poor quality, and generic in nature. Code may have security flaws and may contain bugs. It is important that you understand how any generated code works and you evaluate the quality of the content.

Learning Generative AI can be a powerful productivity tool for users who are already familiar with the topic of the generated content because they can evaluate and revise the content as appropriate. Tasks assigned by your teachers are designed to help you learn, and relying on AI tools to complete tasks denies you the opportunity to learn, and to receive accurate feedback on your learning.

Over-reliance Using AI tools to do your work for you may achieve the short-term goal of assignment completion, but consistent over-reliance on AI tools may prevent you from being prepared for later examinations, subsequent coursework, or future job opportunities.

Motivation You may experience lack of motivation for tasks that generative AI can complete. It is important to understand that you need to master simple tasks (which generative AI can complete) before you can solve more complex problems (which generative AI cannot complete). Stay motivated!

Impact on others
There are many consequences to inappropriate usage of AI tools. Some of these consequences may be unintended, and could potentially harm others. For example:

Other students You could expose other students to harm by preventing their learning or including content in a group assignment that violates academic integrity.

Faculty Violating academic integrity standards through the use of AI tools requires time and energy, and is emotionally draining to teachers and administrators, to enforce these standards.

Institutional Including code from AI tools that you do not understand could expose the university to loss of reputation or even financial harm through lawsuits.

Academic misconduct
Using generative AI in ways that are not permitted will be treated as academic misconduct. This will have serious consequences.