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Abstract
Non-native English speakers (NNES) face multiple barriers to learn-
ing programming. These barriers can be obvious, such as the fact
that programming language syntax and instruction are often in
English, or more subtle, such as being afraid to ask for help in a
classroom full of native English speakers. However, these barriers
are frustrating because many NNES students know more about
programming than they can articulate in English. Advances in gen-
erative AI (GenAI) have the potential to break down these barriers
because state of the art models can support interactions in multiple
languages. Moreover, recent work has shown that GenAI can be
highly accurate at code generation and explanation. In this paper,
we provide the first exploration of NNES students prompting in
their native languages (Arabic, Chinese, and Portuguese) to gen-
erate code to solve programming problems. Our results show that
students are able to successfully use their native language to solve
programming problems, but not without some difficulty specifying
programming terminology and concepts. We discuss the challenges
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they faced, the implications for practice in the short term, and how
this might transform computing education globally in the long
term.
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1 Introduction
Non-native English speakers (NNES) face significant challenges
when learning programming through English language instruction.
They tend to set higher academic goals for themselves and spend
more time studying compared to their native English-speaking
peers [23]. The stance that one must know English to be a program-
mer is quite entrenched in the broader community1, but this view
is often critiqued [24, 46]. The impacts of learning English-adjacent
programming languages through English language instruction are
not well understood. Although NNES sense of belonging does not
appear to be impacted by learning programming in English, other
underlying factors can lead to a less inclusive environment. On the
one hand, these students often express higher self-doubt and em-
barrassment by asking for help [3, 47]. On the other hand, students
enjoy learning programming in their native language and report
that it positively impacts their experience [52]. However, instruc-
tion in native language does not seem to impact learning outcomes
for NNES students [3, 59]. While one might think that English
language instruction would vary across the globe being sensitive
to local contexts, a recent study showed that it was remarkably
monolithic across three different continents [5].

In 2019, Becker wrote that native natural language programming
would have obvious advantages for NNES but remained a far-off
fantasy [4]. The advent of generative AI (GenAI) since then has
radically shifted our perception of the role that natural language
might play in programming [14, 49]. Initial work on generating
programming exercises using GenAI found that it could create co-
herent and customizable programming assignments [55]. Follow-up
work showed that students in Finland preferred customized pro-
gramming assignments, albeit in English [42]. Recent work has
demonstrated the capabilities of ChatGPT-3.5 to generate program-
ming problems not only in English but also in Tamil, Spanish, and
Vietnamese [31]. Other types of programming problems, such as the
classic “Explain in Plain English” (EiPE), are also being automated
by GenAI that can be used to grade them at scale [15, 33]. These
advancements offer a unique opportunity to explore expressing
programming concepts in a learner’s native language.

In this paper, we present the first exploration of NNES prompt-
ing GenAI to solve programming problems using their native lan-
guage. We do this by utilizing Prompt Problems with prompts in
a learner’s native language. Prompt Problems are a type of pro-
gramming exercise designed to teach programming concepts via
GenAI prompting. Students receive a problem visually and must
write a prompt that can generate code to solve the problem. If the
generated code does not pass the suite of test cases, then they must
edit their prompt again, iterating until it successfully passes. Initial
work has shown that students find Prompt Problems engaging and
encourage metacognitive reflection [13]. Here, we combine several
threads of recent work to see if students can solve these problems
in their native languages (Chinese, Portuguese, Arabic) and how it
impacts their learning experience.

Therefore, our research questions are:

1Reinforced by documents such as PEP 8 – a style guide for Python – with guidance
such as Python coders from non-English speaking countries: please write your comments
in English.

(1) RQ1: How successful are students at solving Prompt Prob-
lems in their non-English native languages?

(2) RQ2: How does solving Prompt Problems in non-English
native language impact user experience?

2 Related Work
2.1 LLMs in Computing Education
Since the popularization of large language models (LLMs) with the
release of ChatGPT in November 2022, researchers in computing
education have explored both the opportunities and challenges
presented by these models.

2.1.1 Opportunities. One of the earliest identified opportunities
of LLMs for computing education is the automatic generation of
programming exercises. Sarsa et al. studied the capabilities of Codex
in generating novel programming exercises focusing on specific
themes (such as ‘cooking’ or ‘basketball’) and concepts (such as ‘for-
loops’) [55]. Their findings suggested that LLMs can create novel
exercises that are often good enough to provide to students as-is.
Follow-up work has found that while LLMs are good at generating
high-quality exercises [11, 42], the thematic contextualization of
created content is often shallow [42].

In addition to programming exercises, LLMs have been used to
create multiple-choice questions (MCQs) for computing courses [1,
17, 62]. Tran et al. found promising results when using GPT-4 to gen-
erate multiple-choice questions that were isomorphic to provided
examples [62]. In similar work, Doughty et al. examined GPT-4’s
performance for generating MCQs that would align with course
learning objectives [17]. Their results suggest that GPT-4 was able
to generate very high-quality MCQs that were evaluated to be of
similar quality as those generated by human educators.

Researchers have also explored using LLMs to help students un-
derstand code. Recent work by Bernstein et al. had students create
personally meaningful analogies for recursion using ChatGPT, a
notoriously difficult threshold concept [6]. The analogies created
by students with the help of ChatGPT were more diverse compared
to generic analogies that LLMs would generate on their own. Addi-
tionally, the participants reported that these analogies helped them
understand recursion.

LLMs have also been used to explain both program code [32, 37,
44, 55] and programming error messages [38, 54, 61, 65]. Sarsa et
al. found that Codex was able to explain program code in natural
language correctly for approximately two thirds of the lines of code
in the examples they provided it [55]. MacNeil et al. reported that
students found LLM-generated code explanations useful and helpful
for their learning [44]. Leinonen et al. found that code explanations
generated by LLMs were rated as being more accurate and easier to
understand compared to student-generated explanations [37]. For
programming error messages, while Codex was only sometimes
helpful in enhancing them [38], follow-up work using GPT-3.5 and
GPT-4 has found improved results. Taylor et al. found that GPT-3.5
explained errors correctly in up to 90% of cases [61], and Wang et
al. found that students who were provided enhanced programming
error messages created by GPT-4 repeated errors less frequently
and resolved errors with fewer attempts [65]. However, Santos et
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al. found that the time to fix errors was not improved by providing
GPT-4 enhanced error messages [54].

LLMs have also been explored for providing direct assistance to
students, either through responses to help requests [25] or by feed-
back on program code [34, 35]. Hellas et al. explored howwell LLMs
could respond to students’ help requests and found that while GPT-
3.5 would often detect issues in student’s incorrect code, it would
also hallucinate nonexistent issues [25]. Kiesler et al. found that
ChatGPT was able to detect and correct compiler errors well, but
had lower performance for other types of errors [34]. Koutcheme et
al. used multiple smaller, open-source LLMs and found that some
of the open-source models such as Zephyr-7B-beta rivaled some
proprietary models such as GPT-3.5 in performance [35].

2.1.2 Challenges. Despite the many opportunities that LLMs pro-
vide, there are challenges too. The earliest computing education
work that utilized LLMs found that they can solve most introduc-
tory programming (CS1) exercises [19], and follow-up work with
more recent models has demonstrated rapidly improving perfor-
mance [49]. Their problem solving is not limited to programming
exercises, as LLMs have been found to solve Parsons problems
too [53], even if provided as images [27], as well as computer graph-
ics questions requiring both visual perception and geometric rea-
soning skills [18]. LLMs can also solve multiple-choice questions
related to programming [56]. This has raised fears that students
might use LLM support for academic misconduct, or over-rely on
LLM support even when their intention is not to cheat. While some
work has looked into automatically detecting LLM-generated solu-
tions [26, 48], there are no sure-fire methods to conclusively classify
code as LLM-generated.

Perhaps more concerning is that students could inadvertently
be negatively affected by LLM use. Prather et al. replicated an ear-
lier study [50] looking into metacognitive difficulties that novice
programmers face while they’re programming, but this time giving
students access to LLM tools such as GitHub Copilot and Chat-
GPT [51]. They found that not only did students still face the same
metacognitive difficulties, but some of these were exacerbated by
the LLMs and new difficulties were also introduced. While the best
students were able to accelerate with the help of GenAI tools, stu-
dents who were already struggling faced more difficulties, which
could widen the gap between the best and the worst performing
students. This result is similar to help-seeking, where Hou et al.
found that students who are capable at using models get the most
benefits [28]. These issues highlight the need for novel pedagogies
that help students to learn to successfully leverage GenAI models
in their work.

2.2 Emerging LLM-Powered Pedagogies
Teaching students to write natural language prompts is an emerging
area in computing education, and can be applied equally well to
support both codewriting and code comprehension tasks. Moreover,
given the language translation capabilities of LLMs, pedagogies
based on this idea could be applicable in any spoken language,
potentially improving the accessibility of programming education
for diverse student populations.

2.2.1 Prompt Problems. When exploring the performance of LLMs
for solving typical CS1 problems, Denny et al. observed that mak-
ing certain refinements to the prompts led to greater accuracy in
the generated code [12]. They argued that learning how to craft
effective prompts is essential for novice programmers, but did not
directly propose teaching strategies for developing this skill. In
subsequent work, Denny et al. introduced the idea of ‘Prompt Prob-
lems’ as a novel exercise for helping students learn how to solve
computational tasks through natural language prompts [13]. In a
Prompt Problem, a student would be shown a computational task,
typically presented visually without any textual description, and
they would write a natural language prompt for an LLM to gen-
erate code to solve that task. Prompt Problems allow shifting the
focus from syntax mastery, often emphasized early in programming
education, towards higher-level problem-solving. The authors pre-
sented and evaluated a tool called Promptly which would execute
the generated code against predefined test cases to assess both the
effectiveness of the prompt and the student’s understanding of the
problem. Feedback on the activity from students in both a CS1 and
CS2 course suggested that they appreciated that it engaged their
computational thinking skills and introduced them to new program-
ming constructs. However, it also highlighted the need for further
research into how these exercises could be best integrated into
classroom practice and whether they could meaningfully improve
learning outcomes. In addition, all prior research involving Prompt
Problems has been in the context of English-language prompting.

2.2.2 Explain in Plain Language (EiPL). While Prompt Problems
can be viewed as an alternative approach to solving code writing
tasks, by evaluating code generated from a student’s prompt against
a test suite, an analogous approach can be used to provide feed-
back on code comprehension tasks. There is a considerable body of
research in the computing education literature on ‘Explain in Plain
English’ (EiPE) questions, which require students to articulate the
purpose of a code fragment in natural language. Early work explor-
ing this type of question by Whalley et al. identified a connection
between students’ programming skills and their ability to describe
code accurately in simple terms [66]. Over the following decade,
further research validated this approach across various contexts
[40, 43, 64]. In 2014, Corney et al. highlighted that EiPE tasks en-
hance students’ ability to reason about code, which can, in turn,
improve their coding skills [9], however scaling these exercises has
been challenging due to the subjective nature of grading free-text
responses.

Applying LLMs to the task of grading EiPE responses has shown
great promise [15]. Smith et al. proposed ‘Code Generation Based
Grading’ (CGBG) [58], a method conceptually similar to the idea
for generating feedback on Prompt Problems, by using LLMs to
generate code based on a student’s EiPE response. The generated
code is then tested against predefined test cases, offering both ob-
jective grading and actionable feedback for students. Their study
demonstrated that CGBG aligns well with human grading while
providing a scalable solution for large classes, making it a promising
approach for automated assessments. Smith et al. further explored
the connection between prompt writing and code comprehension
[57]. Their research showed that students benefit from the dual
challenge of writing prompts and understanding generated code. By
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performing both tasks, students not only develop their code com-
prehension skills but also gain proficiency in prompt engineering.
Similar recent work has shown that LLM-grading of EiPE questions
is engaging for students, but importantly also found that relational
responses, where students integrated code elements into high-level
summaries, were the most successful in generating correct code
[15]. This line of research highlights the potential for LLM-powered
exercises to foster higher-order thinking, and to help students ap-
preciate the connection between natural language prompts and
the code they generate. Very recently, Kerslake et al. examined the
integration of both Prompt Problems and EiPE questions into a
large introductory programming course [33]. A key finding of this
work was that students who struggled with traditional coding tasks
performed better with natural language prompts, suggesting that
these tasks engage a broader range of cognitive skills and provide
a more accessible entry point for novice programmers.

2.2.3 Multilingual Support in Programming Education. Non-native
English-speaking students often face significant challenges in pro-
gramming education [3, 22, 23]. For example, Becker highlighted
how the predominance of English in programming languages, doc-
umentation, and error messages adds a significant cognitive load to
non-native speakers, making it harder for them to fully participate
in programming courses [4]. This study revealed that non-native
speakers often encounter difficulties interpreting keywords and
comments, increasing their cognitive load and limiting their ability
to focus on problem-solving. Although instructors have been shown
to adjust their speech patterns and vocabulary to meet the needs
of diverse student groups [5], modern LLMs have suddenly opened
the door to providing significant multilingual support in computing
education. Recent work by Jordan et al. explored the use of LLMs to
generate programming exercises in Spanish, Vietnamese, and Tamil
[31]. Although the model they used at the time of their research is
no longer state of the art, support for generating resources in Span-
ish and Vietnamese was generally good. Despite some limitations,
which will likely lessen over time as model capabilities improve, the
authors see great potential in using LLMs as a pathway for creating
culturally relevant programming resources tailored to non-native
speakers. This is a particularly important result given that when
students see their identities reflected in learning activities, they ex-
perience positive academic and social outcomes, making computer
science more relevant and accessible to them [30].

There has recently been some early exploration of multilingual
support for prompting-based activities in computing education.
Smith et al. explored the use of EiPE questions in Indic languages
such as Hindi, Tamil, and Marathi, revealing both opportunities
and challenges in supporting multilingual learners [29]. While stu-
dents appreciated the ability to engage with programming tasks in
their native languages, many still preferred English for technical
precision and familiarity. This suggests that while multilingual sup-
port can lower accessibility barriers, students’ existing preferences
and technical contexts must also be considered when designing
programming exercises.

The relationship between programming and natural languages
has been further explored by Veldthuis and Hermans who applied
natural language vocabulary acquisition models to programming
education [63]. Their study restructured introductory programming

lessons to include strategies typically used in second language learn-
ing, such as scaffolding vocabulary – the gradual introduction of
new concepts in phases, with opportunities for practice and verifi-
cation. Using the Hedy programming environment, students were
progressively exposed to increasing complexity, initially permitting
errors in syntax to mirror natural language learning processes. The
researchers found that these strategies not only enhanced students’
understanding of programming concepts but also improved engage-
ment and motivation. This approach aligns with the broader goal of
our present study, which investigates how LLMs can support mul-
tilingual Prompt Problems by offering adaptive, language-aware
programming exercises that accommodate students’ linguistic back-
grounds and lower cognitive barriers to learning.

3 Methodology
We explored the use of Prompt Problems in three distinct environ-
ments: a university with English as the language of instruction, but
where NNES students completed tasks using Chinese; a Portugese
university where students completed tasks using Portugese; and, a
Middle-Eastern university in which students used Arabic. In each
institution, the prompts used by students were collected along with
a post-survey.

3.1 Data Collection
The first data collection was conducted in February 2024 at Poly-
technic University of Coimbra in Portugal with 27 students whose
native language was Portuguese. Students were in a CS2 course
learning Python and instructed in Portuguese. The second data col-
lection was conducted in May 2024 at the University of Auckland,
New Zealand, in a post-graduate course with 19 students using
Python. The language of instruction was English, but most of the
students enrolled in the course were non-native English speakers
whose primary language was Chinese. The third data collection
was also in May 2024 at Umm Al-Qura University in Saudi Arabia
with 34 students. These students were undergraduates learning in
Java and the language of instruction was Arabic. In each context,
the instructor explained the concept of Prompt Problems before-
hand and it was demonstrated to them. Students were then invited
to participate by completing the Prompt Problems shown in Ta-
ble 1 by prompting in their native (i.e. non-English) language. After
the activity, a short post-survey was administered to capture their
experience solving Prompt Problems in their native language.

3.2 Analysis
We performed a quantitative analysis of the prompt submission
data (RQ1) and a qualitative analysis of the survey data (RQ2).

3.2.1 Quantitative Analysis. The initial dataset included 1,771 total
prompts by students in all three groups. Because we were only
interested in the prompts by NNES students, we cleaned the data by
removing all prompts by students who only prompted in English.
While it’s possible that a NNES student decided to only prompt
in English, our research questions are directed at the experience
of students prompting in their native language. Therefore, all of
the 1679 remaining prompts contained at least some non-English
words. We then calculated completion data for each problem for
each language group.
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Table 1: Prompt Problems used in the three studies

Name Description Example
1. scramble Write a Python function called scramble that accepts a string

containing only lowercase letters and a number as a parameter.
It returns a string with each letter shifted by the number.

scramble("zoo", 2) => ’bqq’

2. arrange Write a function in Python called arrange that accepts a string
and returns a new string with the letters sorted: capital letters
in ascending order followed by lowercase letters in descending
order.

arrange("AaBbCcDd") =>
’ABCDdcba’

3. speak Write a Python function called speak that replaces characters
with numbers: ’e’ -> ’3’, ’o’ -> ’0’, ’s’ -> ’5’, ’t’ -> ’7’, ’a’ -> ’4’, ’i’
-> ’1’, including their uppercase equivalents.

speak("Hello World!") =>
’H3ll0 W0rld!’

After visually examining the text of the remaining prompts, two
researchers created six categories of prompts based on the amount
of English, native language, syntax, or code in the prompt. Four
other researchers then categorized every prompt into one of those
categories. If there was concern about which category to place a
prompt into, the four researchers categorizing discussed the prompt
and came to consensus. These decisions were randomly sampled
for quality assurance purposes by the first two researchers who
made the categories. The groups were as follows:

• O: Other (empty prompt, URL, etc.)
• E: English, except for a single non-English word or very
short phrase

• N: Non-English language except for computer language
terms / jargon (examples include: string, char, array, func-
tion, def, function names, result, for, repeat, in, text, change,
package, import, etc.)

• M:Mixed
• C: All code

These categories represent the kinds of linguistic prompting
strategies that students used to solve the Prompt Problems. We
analyzed these data to find the most common strategies used by
different language groups as well as the kinds of state changes that
students went through while solving the problem.

3.2.2 Qualitative Analysis. The data was coded by a member of the
research team following a reflexive thematic analysis as outlined
by Braun and Clarke [7]. This approach highlights the researcher’s
active role in the development of themes. This inductive approach
is particularly suited to exploratory research with smaller, diverse
samples. Given the relatively small sample size and the heterogene-
ity between the three participant groups, an inductive strategy
facilitated the generation of themes grounded in the data, rather
than being constrained by preconceived theoretical frameworks.

The primary goal of the analysis was therefore to identify pat-
terns and trends that can contextualize our quantitative findings
and to inform new hypotheses. Unlike in positivist methods, where
sample size is predetermined based on statistical power, thematic
analysis does not require a set number of participants. Instead, our
process was guided by thematic saturation, which is a point at
which new responses cease to produce new insights [21]. In our
analysis, thematic saturation was considered with regards to each
participant linguistic group. Each new sample provided additional

Table 2: Summary of student success rate by language and
question

Language Problem 1 Problem 2 Problem 3
Students Attempting / Correct

Arabic 42 / 27 26 / 15 14 / 12
Chinese 12 / 12 12 / 5 4 / 2

Portuguese 22 / 21 21 / 20 19 / 18

Table 3: The total number of prompts that used a particular
strategy with the number of correct prompts that used that
strategy in parenthesis.

Language Linguistic Prompting Strategy Counts
Other English Native Mixed Code

Arabic 4 (0) 7 (0) 1123 (55) 18 (2) 0 (0)
Chinese 0 (0) 26 (6) 40 (6) 22 (5) 4 (2)

Portuguese 0 (0) 4 (2) 428 (76) 2 (2) 0 (0)

insights, but within groups, saturation was often observed within
the first 15 responses. Responses consistently aligned with the pri-
mary themes that emerged early in the coding process for each
sample, and despite minor variations in individual responses, no
new dominant themes were identified during the latter stages of
analysis. A limitation that arises from this analysis is that our find-
ings are suggestive, but not conclusive or capable of generalizing
beyond the participants sampled in this study.

4 Results
4.1 Quantitative Data
The data presented in Table 2 show that a majority of students
were able to complete the exercises using at least some of their
native language. As noted in previous work on Prompt Problems,
the sequential nature of the tasks means there are naturally fewer
students who attempt subsequent problems [13].

The data from the categorization (see Table 3) show that most
students attempted to prompt in their native language (category
“N”). The next highest categories were “M” (Mixed language) and “E”
(almost all English except for one native language word or phrase).
Given that students were able to solve the Prompt Problems (see
Table 2) and that most prompted in their native language almost
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exclusively, these data show that students were able to success-
fully solve the Prompt Problems in their native language. However,
there is a clear divide between correct solutions in Chinese and
Portuguese compared to Arabic. For category “N”, Chinese had a
15% success rate with that prompting strategy and Portuguese had
an 18% success rate. Prompts that were in Arabic, however, had a 5%
success rate. Interestingly, students prompting in Chinese resorted
to using English the most and found some success with it.

The vast majority of submission streams (prompt submissions at-
tempting to answer one of the Prompt Problems) used one category
exclusively.We had expected to findmanymore submission streams
that included more than one state. Of 172 successful submission
streams, 152 used only 1 state, and 127 of those were Native. Nine
streams used two states, meaning that, for example, after submit-
ting a prompt that was categorized as Native, the student switched
to, for example, English. Of those streams that had two states, most
were English-then-Native or Native-then-English. Nine used three,
one used five, and one used six states. Native was the most frequent
starting state as well as the most frequent ending state.

4.2 Qualitative Data
Across the survey responses, three primary themes were identified
regarding the use of native versus foreign language. First, partici-
pants shared that models generally performed poorly when inter-
acting in their native language. This poor performance appeared
to be more pronounced for the Arabic-speaking sample, a finding
which can be seen in the quantitative data above. Second, partici-
pants highlighted trade-offs between using their native language
and communicating in English, often finding English leads to bet-
ter results, despite being less expressive for them. Finally, some
participants mentioned that while their native spoken language
was not English, they were more accustomed to coding in English,
suggesting it felt more natural to use English in the context of pro-
gramming. In the following subsections, participants are labeled by
language: PA = Participant Arabic, PC = Participant Chinese, PP =
Participant Portuguese.

4.2.1 Poor Support for Some Languages. A recurring theme across
all participant sampleswas the inadequate support LLMs provide for
some languages compared to others. This observation is consistent
with prior research in natural language processing, which refers to
these languages as ‘low-resource’—languages that have less data
available in the original model’s training set [45]. For example, PA-1
explained how ChatGPT can face challenges when understanding
the Arabic language:

“There are challenges with ChatGPT’s understanding of
the Arabic language.” (PA-1)

Anecdotally, this theme was much more prevalent in responses
in the Arabic-speaking sample than in the Chinese-speaking sample.
This again relates to the concept of ‘low-resource’ languages as
there is currently more Chinese text included in training sets for
large language models.

One participant speculated that this might stem from code often
being written in English, which creates a gap when using other
languages to interact with code or to explain technical concepts.

“In English, it’s easy to write what you want because
the programming is in English, while in Arabic, it was
a bit difficult to convey the information to ChatGPT”
(PA-4)

Due to this poor performance for native languages, multiple par-
ticipants expressed an explicit preference for using English rather
than their native language when interacting with language models.

“It was somewhat bad, but I think it would be much
better if it were in English.” (PA-14)

Interestingly, some participants implied that using their second
language, English, had an unexpected benefit. They described how
writing prompts in English required them to be more deliberate
and considerate about the language they used, which forced them
to slow down and organize their thoughts more carefully.

“I’m so familiar with native language, so the advantage
is I can write the command more smoothly, while this
makes my command omit some points, which makes
the model hard to understand. [To] use English, I need
to organize my language and always consider about the
grammar, so it might be a little bit slow, but accurate.”
(PC-16)

This observation suggests that slowing down and planning may
offer metacognitive benefits, as planning is an important metacog-
nitive strategy. However, more research is needed to systematically
investigate this potential effect.

Despite the poor performance claimed by many participants,
a small minority of participants expressed a preference for their
native language. For example PA-24 explained that Arabic was
easier but required more effort for them to explain the requirements
to the model:

“The Arabic language is easier, but it requires a lot of
explanation.” (PA-24)

4.2.2 Trade-offs between Expressivity and Model Performance. Par-
ticipants across the samples frequently shared about the trade-offs
they face being more expressive in their native language and achiev-
ing better model performance when using English. Many partic-
ipants used the word ‘expressive’ to describe how much easier it
was to communicate their intent and goals in their native language.
For example, PC-12 explained:

“Native language is more easy for me to express my
thoughts. But more difficult for ChatGPT to understand
me.” (PC-12)

And this experience was also shared by PA-4 in the Arabic-
speaking sample:

“The advantages are that Arabic is my language, so I
will have strong expression in it. However, the disad-
vantage I faced is that the program did not understand
the explanation well.” (PA-4)

This trade-off was not unique to one language. For instance,
PA-33 and others shared similar experiences about how language
models did not appear to understand some of the words from their
native language:
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“Since it is my native language, it was much easier than
English. [However,] it didn’t understand some Arabic
words.” (PA-33)

Another participant noted the balance between providing more
detailed descriptions in their native language and achieving greater
accuracy in English:

“I can give a more detail description with my native
language, but seems english description can be more
accurate” (PA-2)

PC-15 attributed some of this trade-off to differences in meaning
between the two languages:

“When I use my native language, I can express my ideas
more accurately and avoid grammar problems to some
extent. However, some of the same words may have
very different meanings in my native language and in
English, and also, many of the inflectional structures
are completely different, which causes some problems.”
(PC-15)

One participant speculated that the complexity of their descrip-
tions in their native languages might have contributed to the model
misunderstanding them. For example, PA-1 said:

“The abundance of vocabulary made it difficult for it to
understand” (PA-1)

There appears to be a trade-off between the ease and clarity of
expressing one’s thoughts in their native language and the perfor-
mance benefits gained by code-switching to English. While partici-
pants found it more natural to articulate ideas in their own language,
they believed using English provided better comprehension and
accuracy. However, this trend was not seen among responses by
Portuguese students. Nine students used the word “easy” and 13
used the word “positive” in their responses. One example is PP-15:

“Solving the exercises with Promptly was easy, I didn’t
have any difficulties and I found it quite intuitive.” (PP-
15)

This may be because some languages, like European ones, would
be considered “high-resource” languages and would therefore not
suffer the same expressivity trade-offs as languages with non-Latin
alphabets. The quantitative data correlates to this trend in the
qualitative data where Portuguese had the highest rate of solving
each problem (see Table 2) and also the highest rate of solving it in
native language (see Table 3).

4.2.3 Writing Native English Code. While the participants are not
native English speakers, many of them described how they had a lot
of experience writing code in English and that trying to think about
writing code in their own language presented a unique challenge.
For example, PC-6 highlights how variable names did not translate
well from Chinese to English:

“I think the advantage is using my native language, I
can describe the situation better and the disadvantage
may be the variable name is English and it can’t be
translated accurately.” (PC-6)

Similarly, PC-9 claimed that “Certain words don’t exist”, which
suggests that even when writing in their native language, partici-
pants had to incorporate English terminology. PC-13 echoed this

sentiment, explaining that naming conventions in code still had to
conform to English standards, regardless of the language used for
other parts of the input:

“It behaves quite well in both English and Mandarin.
but it have to make me explicitly name the function
name so that it can pass.” (PC-13)

Several participants noted how deeply embedded the English
language is in the context of programming, making it feel more
natural to solve coding problems in English. This experience was
captured by PC-3 as they said that trying to solve coding problems in
their native language felt more like translation than direct problem-
solving:

“I am really used to solve programming problems in eng-
lish, answers, documentation, tutorials, youtube videos
are mostly in English, trying to write them in my own
language felt like I was translating my own thoughts.
However writing prompts helps me have a look at the
overall objective of a task and try to be precise which
can be frustrating at first, but I guess it is useful in the
long run.” (PC-3)

PA-3 reiterated this point simply saying that programming is in
English and therefore it is easier to write what you want in English.

“In English, it’s easy to write what you want because
the programming is in English, while in Arabic, it was
a bit difficult to convey the information to ChatGPT”
(PA-3)

5 Discussion
In this work, we investigated students’ success when using their
non-English native languages to solve Prompt Problems (RQ1) and
examined how using native-language prompts influenced their ex-
perience (RQ2). While it is now widely known that ChatGPT and
other LLMs are highly effective at solving programming problems
[49] – particularly at the introductory level [19, 20] – their effective-
ness with non-English prompts remains underexplored. As GenAI
tools become increasingly integrated into computing education
[14], understanding how they perform for non-English speakers is
essential to fostering an inclusive learning environment.

Our findings indicate varying levels of success across language
groups: students using Portuguese and Chinese achieved relatively
high success rates, whereas Arabic speakers faced greater chal-
lenges in generating correct solutions. In terms of perceptions,
although many students felt more able to express themselves using
their native language, they often thought that using English was
better for solving the Prompt Problems citing better performance
and closer alignment with programming constructs. Several possi-
ble explanations may account for the challenges faced by students
in this study.

5.1 Challenges of Non-English Prompting
Firstly, although state-of-the-art LLMs have been shown to have
multilingual capabilities, they are most capable in English due to
the simple fact that the vast majority of the data they have been
trained on is in English [41]. In fact, although information on how
proprietary models work internally is difficult to find, it appears
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that most generative AI models will first translate a non-English
prompt into English before attempting to answer it [60]. As a result
of this English-centric bias, it is not surprising that models may
be less effective at determining the intent of non-English prompts
[16, 67]. Our results align with prior research that shows LLMs
perform better with high-resource languages where more training
data is available. Specifically, Arabic language data makes up less
than 1% of the language distribution available in Common Crawl2
(an open repository of web crawl data that makes up a significant
portion of the training data for many LLMs), whereas Chinese is
one of the most common languages in the corpus (although still
much less frequent than English). This model bias may help to
explain the particular difficulty faced by the Arabic speakers in our
study.

Secondly, the output generated by the model is in a programming
language that relies heavily on English syntax, which reduces the
number of transformative steps needed when the input prompt is
also in English. This alignment between the input (prompt) and
output (program) language may also partially explain why students
found writing prompts in English more effective. Related to this
point, programming languages inherently encode concepts natu-
rally expressed in English, for example, constructs like conditional
branching using keywords such as if and while. These program-
ming language keywords carry cultural and linguistic associations
that may not translate directly into other languages [4].

Finally, the widespread use of English in programming has led
students to become accustomed to writing code in English, even
when it is not their native language. While students reported that it
was easier to describe their thoughts in their native languages, they
still found themselves relying on English technical terms, making
the shift back to their native language feel cumbersome and un-
natural. Thus, rather than simplifying the process, LLMs may be
introducing an additional burden: students now have to translate
their thoughts and intentions, as well as the syntax and technical
terms. The first type of translation – converting their thought pro-
cess into code – highlights how deeply embedded English is within
programming, to the point where some participants are essentially
thinking in a ‘coding language’ closely tied to English.

5.2 Implications for Practice
Despite the challenges we observed and have hypothesized, our
findings also highlight the potential for using the language trans-
lation capabilities of LLMs to make Prompt Problems – and other
kinds of new pedagogical assessments using GenAI – more broadly
and globally accessible. This enables students to interact with pro-
gramming concepts in their native languages, lowering barriers
to entry and providing immediate access to programming activi-
ties and problem-solving tasks without being constrained by their
English language abilities.

Our work contributes to the growing body of literature on broad-
ening access to programming education for students with limited
English proficiency. Kumar’s Refute questions, for example, offer
an alternative to Explain in Plain English (EiPE) questions by re-
quiring students to identify incorrect logic rather than having to
articulate explanations in English [2, 36]. Recent work by Smith et

2https://commoncrawl.github.io/cc-crawl-statistics/plots/languages

al. demonstrates that Code Generation Based Grading can allow
students to answer code comprehension questions in multiple lan-
guages, including with high correctness rates across several Indic
languages [29]. Similarly, we have observed that Prompt Problems
offer students from diverse linguistic backgrounds a way to engage
meaningfully with programming concepts in their preferred lan-
guages, promoting a more inclusive learning environment. While
our data suggests that students were often frustrated by how in-
tertwined English is with programming itself, our data also show
that the radical leap in the abilities of GenAI over the last few years
could mean students who grow up with it do not feel the same
tensions. It’s possible that the student of the future does not think
programmatically in English because of these advances.

There is growing momentum in the field toward making com-
puting education more culturally relevant by contextualizing the
problems that are solved in ways that are relevant to the local com-
munity [8, 10, 39]. However, the Prompt Problems used in this study
were largely abstract and lacked deep cultural relevance — it would
be interesting in future work to explore the effectiveness of Prompt
Problems in English and non-English environments where the prob-
lem is more closely aligned to the non-English culture and where
there may be more natural ways to describe the problem in the
non-English language. Designing problems that reflect culturally
specific concepts and idioms may make non-English prompts more
intuitive and accessible, enhancing students’ learning experiences.

5.3 Limitations
This study has several limitations that could be addressed in fu-
ture work. First, the three groups of learners differed in their ed-
ucational backgrounds: the students prompting in Chinese were
postgraduates, while those prompting in Portuguese and Arabic
were undergraduates. This variation may have influenced the re-
sults, as postgraduate students are typically more experienced with
programming concepts. Second, the programming languages of in-
struction were not the same across the groups. Students prompting
in Arabic generated code in Java, while those prompting in Chinese
and Portuguese generated code in Python. While these differences
in programming language could influence performance, we believe
the findings remain valid, as current AI models are proficient at
generating correct code in multiple popular languages, including
Java and Python. Moreover, this reflects an interesting strength of
the study, as the results suggest that non-English prompting can
work across different programming languages.

Third, the study focused on three languages – Arabic, Chinese,
and Portuguese – which limits the generalizability of our findings
to other languages. Variations in the linguistic structure and the
representation of languages in the training data of AI models could
lead to different outcomes for students whose native languages were
not included in this study. Further research is needed to explore
the effectiveness of native-language prompting in a broader range
of languages, including those classified as low-resource languages.

Finally, the sample sizes for each language group were relatively
small, and additional factors, such as individual language fluency,
prior programming experience, and familiarity with AI tools, could
influence students’ success. These factors should be further investi-
gated in future work.
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6 Conclusion
English has long been the primary language of programming in-
struction, with the keywords and syntax of most popular program-
ming languages being English-centric. This has created a widely
acknowledged barrier for non-native English speakers who must
navigate both linguistic and technical challenges in computing
courses. With the rise of generative AI (GenAI), and in particu-
lar the language translation capabilities of modern large language
models, there is potential to lower this barrier by allowing stu-
dents to approach problem-solving in their native languages. To
investigate this potential, we introduced learners fluent in Chinese,
Arabic, and Portuguese to Prompt Problems, a new kind of task
in which programming exercises are solved by crafting natural
language prompts instead of writing code directly. We found that
students working in Portuguese and Chinese were generally able
to achieve high success rates on these tasks, often expressing that
native-language prompting allowed for a more natural articulation
of their intent. In contrast, Arabic-speaking students appeared to
face greater challenges, with lower accuracy and higher model
misinterpretations. This finding may reflect the limited quantity
of training data in Arabic that modern GenAI models have been
trained on. Across all language groups, we observed a balance be-
tween expressivity and model performance – students often found
it easier to formulate ideas in their native language, but English
often yielded more accurate responses, especially for programming
terms embedded in the English-language syntax. While we expect
GenAI capabilities to continue to improve over time, especially for
currently under-represented languages, our findings illustrate the
transformative potential of existing multilingual GenAI tools. They
can serve as valuable aids in democratizing programming educa-
tion, making it more accessible and engaging for diverse learners
globally.
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