G is for Generalisation: Predicting Student Success from Keystrokes
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ABSTRACT

Student performance prediction aims to build models to help educators identify struggling students so they can be better supported. However, prior work in the space frequently evaluates features and models on data collected from a single semester, of a single course, taught at a single university. Without evaluating these methods in a broader context there is an open question of whether or not performance prediction methods are capable of generalising to new data. We test three methods for evaluating student performance models on data from introductory programming courses from two universities with a total of 3,323 students. Our results suggest that using cross-validation on one semester is insufficient for gauging model performance in the real world. Instead, we suggest that where possible future work in student performance prediction collects data from multiple semesters and uses one or more as a distinct hold-out set. Failing this, bootstrapped cross-validation should be used to improve confidence in models’ performance. By recommending stronger methods for evaluating performance prediction models, we hope to bring them closer to practical use and assist teachers to understand struggling students in novice programming courses.
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1 INTRODUCTION

Computer science, and programming in particular, is commonly regarded as a difficult subject to learn [21]. While Simon et al. [22] found little evidence that introductory programming courses had a higher failure rate than other STEM courses, they note that there is clearly room for improvement and that future work improving our understanding of computing education continues to be a valuable direction. One such approach is to build models to predict students’ chance at success; these models can then be used to target remedial action such as assigning extra practice on a particular topic [2].

For example, Leinonen et al. [16] used the time students started working on an assignment and the time they submitted to predict their final grade on the course. In general, prior work has used a wide variety of data sources as features, such as integrated development environment (IDE) events, commit logs, Q&A interaction, survey data, past experience, and early assignment grades [4]. In some cases authors only report correlations between these features and performance measures, while others train models such as linear regression, random forests (RF), and Bayesian models [2, 17]. This variety continues in the choice of performance metrics, prior work has attempted to predict categorical and continuous final grades, exam grades, and whether a student will pass or fail [10].

Despite the large body of prior work, few papers have attempted to generalise their findings. Most studies use data collected from a single semester, of a single course, taught at a single university [10]. In these cases, models are commonly evaluated using cross-validation (CV) where a single sample is divided into a series of train and test sets [16]. While CV is a popular method for evaluating machine learning models, it cannot account for the fact that students, and the courses themselves, change between semesters. If a model cannot learn general relationships in the data which persist across these changes, they will not perform as well in real courses as they did while the model was developed. Hence, at minimum a model must be able to generalise to a new semester. There is also the question of whether the modelling approach is generalisable, i.e., whether the features and architecture can be used to train a model that works on a different course or institution.

To evaluate to what extent student performance models and approaches are capable of generalising we train and evaluate them...
in three increasingly dissimilar settings using three datasets from two institutions. We investigate three research questions (RQs):

**RQ1.** Do features and models for student performance prediction appear predictive when tested on a single semester of data?

**RQ2.** To what extent do models retain their performance when evaluated on a similar course at the same institution?

**RQ3.** To what extent can models and approaches generalise between institutions?

In Section 2 we describe related work, including proposed features, models, and evaluation methodologies. Next, Section 3 describes our datasets and the context in which they were collected. Then, Section 4 describes our methodology. Section 5 discusses our results, and Section 6 presents our discussion. Finally, Section 7 discusses limitations and Section 8 concludes.

2 RELATED WORK

Prior work on student performance prediction is extremely varied, with studies using different features, models, performance measures, and evaluation methodologies. In this section we summarise the most closely related work. For a more detailed overview of student performance prediction we refer to the 2018 systematic literature review by Hellas et al. [10].

2.1 Features

Time management related features have been popular in prior work as features for predicting student performance. The exact features, and the source of data from which they are collected, varies by study. Edwards et al. used data from an assignment submission platform and found that students whose first and last submissions were early relative to other students performed better than others on average [9]. More recently, other studies have used online IDE events to find the time from the first code edit to the deadline (named procrastination). Pereira et al. [19] found procrastination had a small but significant correlation with performance. Leinonen et al. [15] replicated earlier work suggesting that students who start early tend to perform better (Pearson $r = 0.23$, $p = 0.0003$, data from 1st week). Leinonen et al. [16] also explored different representations for the amount of time students spent working. Specifically, they compared coarse time on task, the time between the first keystroke and the first submission, and fine time on task, the sum of latencies between keystrokes until the first submission with all breaks of longer than 10 minutes removed. They found that fine time on task had stronger correlations with student performance (Pearson $r = 0.51$, $p = 3.7 \times 10^{-10}$ against $r = 0.23$, $p = 0.007$, from whole course).

One of the simplest categories of features used in prior work is counts (or rates) of events. Specifically, the number of submissions, text pastes, and the total number of events have been proposed [7, 19]. Despite their simplicity, prior work has found that they are useful for predicting student performance [19].

A few studies have explored the ability of keystroke latency, or equivalently typing speed, to predict student performance. Leinonen et al. found that the latency distribution of particular digraphs differed between experienced and novice programmers [18]. Leinonen et al. also investigated correlations between typing speed and other process features [17]. Edwards et al. [8] found a weak (Spearman $r = -0.20$) but statistically significant ($p = 0.001$) correlation between latencies and exam score in a Python course, but no significant correlation in a Java course.

A number of other features have been developed that utilise the keystrokes themselves [5, 11, 24]. However, we are primarily focused on exploring event count and time management features in this work.

2.2 Models

Prior work in student performance prediction has utilised a variety of machine learning models. As many papers work with tabular features generated from events, linear regression, Bayesian models, decision trees, and RF are among the most popular models [10]. Of these, RF models tend to perform as good as or better than alternatives [1, 13]. However, as neural networks have become more popular recent work has investigated whether recurrent neural networks, such as long-short term memory models, can be applied to the events themselves [3]. These early results are promising, but have yet to demonstrate success in multiple contexts.

2.3 Evaluation

Student performance prediction models have been used to predict a number of different targets. The most popular targets are predicting a categorical final grade (e.g., A/B/C), predicting a continuous final grade (e.g., 50%), and predicting if a student will pass or fail. A distinct, but closely related task is predicting whether or not a student will drop out of a course.

Evaluations of student performance prediction also vary by how much data they include. Some studies use data from the entirety of the course to predict final exam scores, while others use data from just the first assignment [8, 19]. While there may be some benefit to being able to predict student performance as late as half way through the course, models which can accurately predict student performance from only the first assessment will have the biggest impact. This scenario, termed early student performance prediction is substantially more difficult than predicting from all data on a course, and prior works have reported correlations from Pearson $r = 0.23$ as positive results [15].

A substantial proportion of prior work in student performance prediction evaluated features and models on only a single semester of data from a single course taught at a single university [10]. However, some papers have investigated the behaviour of methods across multiple contexts. Castro-Wunsch et al. [6] trained models on submission counts and test correctness to predict whether students would pass or not. This work is of particular interest as they compared the performance they obtained when training and evaluating on a single semester using repeated train and test splits with the performance from using a separate semester as a hold out set. They found that there was only a minimal drop in accuracy between these evaluations, a couple of percent for most of the models they tested. More recently, Pereira et al. [19] explored deep learning methods on a number of semesters of a CS1 course. In total they used data from 2,058 students. To evaluate their model Pereira et al. used stratified 10-fold CV for classification, while for regression they randomly divided the dataset into a train (70%) and
The second dataset we explore is the open CodeBench dataset. CodeBench is a programming online judge developed by UFAM. This data was collected from the Federal University of the Amazonas (UFAM) over 10 semesters covering the period 2016–2021 (excluding 2020 because of COVID-19). At UFAM CS1 is compulsory to 16 degrees outside of computing, and so the dataset contains a number of classes in each semester. To illustrate, in the first semester of 2016 (2016.1), UFAM offered 10 different classes of CS1 for the non-CS students. In each class there were students from one or two different undergraduate courses. In the dataset, they identify the classes using different ids (e.g., 2016.1.102 ... 2016.1.111). Slides, evaluation systems, programming language and pedagogical methodology used to teach the CS1 courses in the CodeBench dataset were the same for all classes. In all cases, the classes were taught using Python and covered similar content to the MOOC and LU datasets. Students could submit their source code for automatic correction as many times as they want, without penalty. The code questions were asked in two modalities: list of exercises and face-to-face exams. In both cases, the students used the CodeBench IDE to solve the code problems. CodeBench records the final code, execution snapshots, key presses, and student’s interaction with the IDE.

The final grade was calculated based on seven partial exams, seven assignments, and one final exam. The grades from the partial exams had increasing weights (6.1% to 18.2%) towards the final grade. The grades from all assignments had the same weight on the final grade (1.3%). In total, the dataset contains data from 2,989 students and after selecting data from only the first assignment in each class, a total of 3,086,272 events.

### 4 METHODOLOGY

To enable reproducibility we detail our methodology in this section. All analysis was performed in Python and is available on GitHub. The CodeBench dataset is public, however the MOOC and LU datasets are not.

The CodeBench dataset contains students who did not continue to the end of the course and as such did not receive a final grade, these students we remove. However, we include students who received explicit zeros in the course by sitting but failing required assessments. After this filtering 2,583 students from this dataset were included in our analysis.

We compute summary features from the events collected by instrumented IDEs in a similar manner to prior work. The first four features we compute are simply counts of each type of event. These are inspired by the counts of paste, run, and submit events which have been used in prior work, but extended to all of the events we have available [7, 19]. The MOOC dataset additionally contains focus gained, focus lost, and text paste events which are not present in the LU dataset. We include these events for computing time management features but do not use their counts as features.

Next, we calculate five time management based features. These are the time to the first event (when the student starts working on the exercise), the time to the last event, the difference between these, and coarse and fine time on task [16]. We make one alteration to the fine time on task proposed by Leinonen et al., instead of removing

---

1. [https://codebench.icomp.ufam.edu.br/dataset/](https://codebench.icomp.ufam.edu.br/dataset/)
2. [github.com/zacps/g-is-for-generalisation](https://github.com/zacps/g-is-for-generalisation)
Table 2: The features used in our analysis.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run</td>
<td>the program was run</td>
</tr>
<tr>
<td>Submit</td>
<td>the exercise was submitted</td>
</tr>
<tr>
<td>Text insert</td>
<td>text was inserted</td>
</tr>
<tr>
<td>Text remove</td>
<td>text was removed</td>
</tr>
<tr>
<td>Time to last</td>
<td>time from the last event to the deadline</td>
</tr>
<tr>
<td>Time to first</td>
<td>time from the first event to the deadline</td>
</tr>
<tr>
<td>Duration</td>
<td>duration between first and last events</td>
</tr>
<tr>
<td>Coarse time on task</td>
<td>as introduced by [16]</td>
</tr>
<tr>
<td>Fine time on task</td>
<td>as introduced by [16]</td>
</tr>
<tr>
<td>Mean latency</td>
<td>the average latency between events</td>
</tr>
</tbody>
</table>

Latencies longer than 10 minutes we remove latencies longer than the 99.5th percentile. This change was made to be more robust to differences between contexts. Finally, we compute the mean latency between events as our last feature. The features we use are summarised in Table 2.

We average the time-based features over each exercise in order to stop the model from biasing towards particular exercises. While including each feature for each assignment individually may produce better performing models, it also limits the ability of the model to generalise if exercises change between semesters of a course, or are entirely different in a course taken at different universities. Alternative approaches, like producing predictions per exercise and averaging them, or utilising regularisation, are potential avenues for future work.

Figure 1 shows the kernel distribution estimate (KDE) of our features on the datasets we use. Most of the features we use have similar distributions between the LU and MOOC datasets, with the exception of time to the first and last events. We suspect this is because the MOOC course had a longer period between the release and deadline of each assignment than the LU course.

To select the model used in our analysis we trained linear regression, a RF, and a multi-layer perceptron on the MOOC dataset. We found that the RF provided the best results \( r^2 = 0.24 \), with linear regression placing second \( r^2 = 0.15 \). Because of this, we use RF for the rest of our analysis. Hyper-parameters were left at their default values.

In all of our evaluations we use the coefficient of determination \( r^2 \), and its adjusted variant, as our performance metrics. For all statistical tests, we use \( \alpha = 0.05 \). Spearman’s correlation coefficient is used for feature correlations as some are not normally distributed. Wherever multiple significance tests are performed, the Bonferroni correction is used to correct for multiple comparisons.

To address RQ1, we use 5-fold CV. In this method the data is split into five parts and in each of five rounds a classifier is trained on all but one part and evaluated on the remainder. This is one of the most popular methods for evaluating ML models [20].

While CV tends to provide strong performance estimates it does not provide a variance estimate. To address this, we additionally present results from bootstrapping 5-fold CV 1,000 times. In bootstrapping, the dataset is re-sampled with replacement a large number of times and (in our case) 5-fold CV is performed on each of the re-sampled datasets. By bootstrapping CV we gain an insight into the chance that we would obtain a similar result if we performed the same experiment again (though this cannot account for data drift or similar effects).

Lastly, to answer RQ2 and RQ3 we evaluate models using hold-out sets from other semesters or datasets. In this case the model is trained once on a fixed set of data, and evaluated on a disjoint set. This method more closely simulates how a model would be used in the real world as it accounts for changes in the data that could occur between the model’s training and use. As such, we hypothesise that this method may produce more realistic evaluations of student performance models than CV.

5 RESULTS

Our first RQ aims to determine whether we can find correlated features and build a predictive model when evaluating on a single semester of data. We first present pairwise Spearman correlations from the MOOC dataset in Figure 2. We can see that some of our summary features produce significant correlations with student’s final grade. Specifically, submit, time to last, time to first, and mean latency have significant correlations with student’s grades.
While the CV evaluation obtained a mean $r^2$ of 0.29, the hold-out set evaluation found an $r^2$ of 0.24 (adjusted $r^2 = 0.15$). The negative $r^2$ indicates that the model is worse than a model which predicts the mean grade for all students.

### 6 Discussion

Our first RQ sought to replicate positive results from proposed models. As we discussed in Sec. 2, prior works have reported correlations as small as $|r| = 0.2$ and $r^2$ as small as 0.23. We found that, using CV, we were able to replicate similar results to prior work in the early student performance prediction setting.

To better understand the properties of the cross-validated estimate we performed bootstrapped 5-fold CV and recorded the distribution of $r^2$. We found that the cross-validated estimate had a very high variance. A researcher performing a single CV would likely overestimate the quality of student performance models. While this could be resolved by collecting additional data, this is not always feasible. An alternative, bootstrapped CV may provide a better understanding of the model’s performance when additional data cannot be collected.

Our second RQ aims to determine how well the model generalises to a similar course at the same institution. We found that when our model was trained on the MOOC dataset and evaluated using the LU dataset as a hold-out set the performance dropped substantially ($r^2 = 0.24$ to $r^2 = 0.12$). This indicates that the model had limited ability to generalise to the other variant of the course, even though the variants were similar.

This raises an important question about how far student performance models should be expected to generalise. An ideal model would be suited for any programming course at any university. However, this is unrealistic given the current state of student performance prediction. On the other hand, a model which required all assessments to stay identical is likely not general enough to be useful as course materials, especially in computer science, are frequently updated to stay relevant. Future work in student performance prediction should discuss the extent to which proposed models are intended to generalise, and use appropriate evaluation methodologies to demonstrate that this is achieved.

To answer our third RQ we investigated if the model and approach that showed promising results on a single semester could generalise to another institution. We found that when we evaluated Spearman’s correlation coefficient between each feature and students’ final grade on the CodeBench dataset across each semester that there was a high degree of variability. Some of the features we tested had correlations as high as 0.67 in one class, and as low as −0.31 in another. In the case of the time to first event feature 20% of the classes had significant correlations with the final grade, yet in the overall data there was no correlation ($r = 0.02$, $p = 1.00$). This indicates that small correlations from a single semester of data are insufficient for determining whether or not a feature could be useful for student performance prediction.
We found that the model and features which seemed promising when evaluated using CV were unable to generalise to a new institution. When trained and evaluated using a hold-out set the model was worse than a model which predicted the mean grade for all students. We initially planned to train a model on the CodeBench dataset and attempt to apply it to other datasets to measure generalisation performance. However, given the poor performance of the model trained and evaluated on the CodeBench dataset it is clear it would not have the ability to generalise to new contexts.

To provide reliable estimates of student performance models we recommend that researchers make use of the open CodeBench dataset, which provides an excellent benchmark on which to compare results. Additionally, we echo the recommendations from prior reviews which suggest that wherever possible papers utilising their own datasets release their data [10]. This way we can build a better understanding of the generalisation performance of proposed methods and step closer to reliable use of performance prediction in the real world.

7 LIMITATIONS
One limitation of our analysis is the relatively small correlations and $r^2$ values we observed when evaluating features and models on the MOOC dataset. It might be that more sophisticated features or models are capable of obtaining significantly stronger effects which may make more complex evaluation methodologies unnecessary. However, as similar effect sizes have been reported in prior work this is still an issue which needs to be addressed.

Similarly, coarser, non-keystroke based features, may be less affected by differences in assignments or teaching methodologies and hence generalise better to other contexts.

We do not specifically explore the extent to which performance degrades when evaluating models on subsequent semesters of the same course. Performing this comparison for a variety of institutions and proposed models would provide valuable insight on how long relationships in keystroke data remain relevant.

8 CONCLUSION
There is a considerable body of prior work in student performance prediction and these studies have experimented with a wide variety of features, models, and performance measures. Yet, the majority of this work evaluates proposed features and models on data collected from a single semester of a single course taught at a single university [10]. This raises the question of whether or not these features and models are capable of generalising to new contexts.

We compared evaluation strategies for performance prediction methods in order to determine to what extent prior methods can generalise, and whether or not simple approaches like CV are sufficient to obtain accurate performance estimates. To summarise our results, we present the answers to our three RQs:

RQ1. Do features and models for student performance prediction appear predictive when tested on a single semester of data?
Yes, we found similar feature correlations and model performance to those found in prior work when evaluating features and models on a single semester of data using CV. Yet, we found that the variance of the cross-validated performance estimate is high enough to produce both positive and negative conclusions from the same data.

RQ2. To what extent do models retain their performance when evaluated on a similar course at the same institution?
We found that when using a similar course from the same institution as a hold-out set, compared to CV, the $r^2$ dropped from 0.24 to 0.12, and the adjusted $r^2$ from 0.14 to 0.09. While the model did not loose all predictive power, this substantial drop indicates the model may not have captured generalisable relationships in the data.

RQ3. To what extent can models and approaches generalise between institutions?
We found that the modelling approach we tested was not able to generalise to a new institution, despite appearing promising when evaluated with CV. Additionally, we found that feature correlations on a single semester of data often appear predictive, yet do not have strong correlations on larger samples.

Our results suggest that evaluating performance prediction models on data collected from a single semester of a single course is insufficient to robustly estimate model performance and generalisation. While developing models in a single context remains a useful first step, we recommend that authors evaluate models on multiple semesters, and, if intended to generalise, on multiple contexts.

To support the effort to generalise student performance prediction models future studies should publish their datasets. In cases where evaluating on more than a single semester is infeasible, bootstrapped CV may provide greater confidence in results.

By recommending stronger methods for evaluating performance prediction models, we hope to bring them closer to practical use and assist teachers to identify struggling students in novice programming courses.
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