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The rising demand for data wrangling skills in today's global market poses new challenges for the programming education community. Non-majors often need to learn it quickly alongside their other subjects. Previous research suggests that subgoal labels offer a powerful scaffolding strategy to help novices decompose problems. Because data wrangling is inherently easy to represent graphically, we wonder whether such labels could be augmented with subgoal graphics. To test this idea, we developed an online tutorial that features subgoal graphics in both programmatic and non-programmatic data wrangling exercises. Following an RCT paradigm, a control group is only given subgoal labels, without any graphics. The platform collects learner activity in order to evaluate the pedagogical benefits. Participants were recruited from multiple institutions (N=197, 134). Our results did not show a significant difference in various learner performance metrics, however subjective feedback from our participants suggest that learners perceive the graphics to be very helpful. We discuss possible reasons for the apparent disparity between objective and subjective data.
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1 INTRODUCTION

Across STEM and beyond, university students are increasingly expected to prepare and analyze their data using programming. This process includes data wrangling, i.e. reformatting and manipulating tabular data structures like...
vectors, matrices, and dataframes. Although point-and-click software and spreadsheets still retain their dominance in the social sciences, recent Google Scholar data suggest they are on decline in favor of programming languages like R and Python [36]. In the last few years, a multitude of papers called for introducing programming to non-CS majors [2, 12, 28] while a 2019 survey of psychology courses in Canada found that 19% of intermediate courses, and 40% of graduate courses already used programming [13]. Within such ancillary courses, programming instruction generally competes for time with that of statistics content knowledge, thus creating a steep learning curve in an environment where dedicated teaching hours (and student motivation) may already be scarce [10]. Therefore, we observe a clear need for pedagogical solutions that mitigate this content overload in a time-efficient, effective, enjoyable, and scalable way.

Existing literature on data-related programming for non-majors focuses on the larger-scale motivational aspects, such as media computation [21, 26] and dataset relevance [4]. While context matters to motivation, it is important to also investigate ways of cognitively restructuring data wrangling content to avoid overloading non-majors, for example using visualizations [25, 27]. This paper evaluates subgoal graphics as an approach to explaining data wrangling procedures. It extends previous work on subgoal labels, where worked examples are annotated with textual labels describing high-level, conceptual steps [7]. To the best of our knowledge, subgoals have not yet been explored in a data wrangling context, nor in combination with graphical aids. Since rectangular data structures are straightforward to visualize, we developed SlicE N Dice, a special-built, online data wrangling tutorial which augments every subgoal label with graphical representations. Our app serves as a vehicle for a pre-registered, multi-institutional, randomized controlled trial (RCT) that presents subgoal graphics to a random sample of participants, and tracks user data to explore whether these add any pedagogical value.

2 BACKGROUND

Data can be wrangled using a variety of technologies, from spreadsheets and menu-driven software like SPSS, to automated approaches [16, 20] and block-based programming tools [3, 40, 48] - each with their own pedagogical trade-offs. In this paper, we assume that programmatic data wrangling is the core learning objective, and define our challenge as one of teaching this skill without the overhead of intermediate didactic technologies.

2.1 Data wrangling

Programming can be modeled as a search through the solution space of possible combinations of language primitives. In a traditional introductory programming course, this set of primitives is usually limited to a small set of language constructs, saving time to focus on algorithmic composition. By contrast, data wrangling makes extensive use of high-level library functions, such as functions of NumPy and Pandas in Python [22, 34], or tidyr and dplyr in R [51, 52]. In data wrangling, we may refer to such functional primitives on a language-neutral level as operations. An example of an operation is Pivoting a dataframe from long to wide format, which is pivot_wider() in dplyr and pivot_table() in Pandas. Some of these operations are relatively trivial (e.g. selecting a column, vectorized arithmetic) while others are more complex (e.g. nesting, merging, pivoting).

The functional primitives in data wrangling are often numerous, mutually redundant, and highly parameterized [37], leading to complex and ever-changing APIs. An interview study with novice data programmers suggests that this complexity is an important source of frustration [54]. Some operations are more common than others, for example dplyr is organized around key functions that roughly correspond to the basic SQL operations [45, 50], but outside of simple split-apply-combine transformations, the set of frequently used convenience functions is much larger. Thankfully, the combination of primitives is usually structurally simpler, with data flowing from function to function in a pipeline-like
fashion. We hypothesize that it is the identification of appropriate operations that incurs significant cognitive load on a novice data wrangler’s working memory [47] and, therefore, forms a suitable target for guided instruction.

2.2 Subgoal labels

The Computer Science (CS) educational literature offers several scaffolding approaches for facilitating the identification of appropriate operations. One influential approach advocates breaking down worked examples into meaningful steps using instructor-provided, natural-language subgoal labels [30]. The underlying theory posits that such labels help constrain search for primitives and facilitates abstraction of high-level mental models likely to reappear in novel problems [30]. Subgoal labels are usually employed within learning materials [14, 31, 32], especially in worked examples [30, 35]. Studies have suggested that subgoal labels can help students get a deeper understanding of introductory programming materials [14, 30–32], including among poorly performing students who are at risk of dropping out from a course [33].

The subgoal-related research in CS education has mainly focused on imperative programming [15] and block-based app development [30]. Data wrangling problems are well-suited for subgoal labeling, due to their pipeline-like nature that readily decomposes into steps. For example, the need for pivoting a time series dataframe into wide format may be hinted at via a subgoal label *Reshape the dataframe so that each timepoint is its own column*. However, the efficacy of subgoal labels likely depends on domain [35], and therefore is not guaranteed.

2.3 Software visualization and subgoal graphics

Another addition to the subgoal label design space - that may or may not be worthwhile - is visualizing each subgoal graphically. Early work in software visualization suggests that graphical representations of programs might not be inherently valuable. For example, Green and Petre in [19] found that visual programs are harder to understand than textual ones, and in [38] that novices have a harder time compared to more experienced people at understanding visual aids. Thus, they suggest that effective use of visualizations might require training. Similarly, Hundhausen et al. [23] found in their meta-study of algorithm visualizations that “passive viewer” software visualizations are ineffective, compared with systems where visualization is a tool for self-guided problem exploration. More recently, Sorva et al. [43] suggested that software visualization systems have a generally positive impact on learning. However, we should exercise due caution before drawing general conclusions regarding the impact of “graphics” in general, as their efficacy likely depends on programming domain and design.

In our context of data wrangling, which primarily concerns tabular transformations, operations are highly visualizable. Iconic representations can graphically demonstrate the pre- and post-operation shape, and utilize visual cues (e.g. color hue and saturation) to convey abstract relations like selection, correspondences, and relative magnitude at a glance. Similar design principles have already been used in RStudio’s cheat sheets for various data science APIs [42] and to some extent by creators of SQL query visualization tools [8, 11, 18]. However, little in the way of pedagogical evaluations of such graphics is published. We propose using graphics alongside subgoal labels, which we call subgoal graphics. Figure 2 shows an exercise from our current tool, where we leverage subgoal graphics for exercises involving toy datasets. The same method is applicable to snippets of more authentic datasets.

We argue that subgoal graphics may help students by providing hints on the necessary structural changes to an array or dataframe. The added utility of graphics is not obvious, since it could be either redundant or counter-productive, by for example making learners overestimate the extent of their understanding [24]. However, it potentially provides a low-cost method for having novices quickly intuit how to achieve certain data wrangling goals, and therefore merits investigation.
3 INSTRUCTIONAL APPROACH

To test the effects of embedding author-provided subgoals and subgoal graphics, we designed a web app tutorial for teaching novices data wrangling. To understand its structure, it is important to briefly detail the underlying pedagogical model of novice data wrangling that motivates it.

3.1 A model for data wrangling learning

The model sorts requisite skills into two categories: one that concerns skills specific to data wrangling but separable from programming itself, and one that concerns programming but is non-specific to data wrangling. Cutting across these two categories is a division roughly translating to the semantic knowledge of primitives, and the procedural skill of combining the primitives appropriately [49].

3.1.1 Data wrangling. The data wrangling-related skills involve gaining a semantic understanding of tabular data structures, and the operations available for manipulating them. The precise subset of available operations is largely at the discretion of the teacher. Additionally, the novice needs procedural training in breaking down problems into functional steps (problem decomposition), and mapping those steps into the data wrangling operations they are familiar with (plan composition)[17]. For example, they must understand that the prompt “Out of the students majoring in French, find the tallest” calls for a row filter operation, an aggregation, and an additional filter operation. This is where subgoal labels and graphics are intended to help. Note how this decomposition process may be accomplished non-programmatically, without recourse to textual syntax.

3.1.2 Programming. Assuming the learner is not already a programmer, they will require training in foundational programming concepts like variables, data types, functions, and logical conditions. Not all typical programming Fundamentals are required; loops and conditionals are replaced by vectorized functions. Associated with these primitives are the procedural skills of using them, of debugging typos, reading error messages, effectively using the read-eval-print loop (REPL), but also to search through documentation and adapt code examples by making appropriate variable substitutions and parameter selections [5, 6].
3.1.3 **Programmatic data wrangling.** Once a learner is familiar with both data wrangling operations and general programming primitives, as well as how to solve problems using them, it remains for the learner to learn data wrangling-specific programming syntax. Depending on the size of the syllabus, memorizing all this syntax is often untenable and the learner is better served by training to look up syntax on demand.

3.2 **Experimental structure**

The structure of the experimental platform closely mirrors the underlying learning model, in how it is split into three parts, and outlined below:

**Part 1** introduces students to a set of data wrangling operations and tests their ability to compose solutions using them via 9 non-programmatic drag-and-drop exercises.

**Part 2** introduces general programming concepts via 10 practical exercises.

**Part 3** is the main part of the study and asks of the student to solve 18 data wrangling exercises programmatically, three of which are "unscaffolded" (without subgoal labels or graphics for 10 minutes).

Theoretically these three knowledge domains - data wrangling, programming, and programmatic data wrangling - can be taught in a concurrent or interleaved fashion. However, we decided to split it into distinct parts in order to isolate the acquisition and measurement of data wrangling knowledge from that of programming competence. Part 1 effective serves as a breadth-first, advance organizer of data wrangling as a domain [1].

In designing the app, we reasoned that, overall, it would be more time-efficient to train students in how to retrieve syntax from documentation rather than explicitly walking them through the syntax for each operation. The web app is therefore structured around a sidebar menu that contains a taxonomy of 56 available data operations. In Part 2 and 3, this menu serves as a syntax reference, so Part 1 also serves to train students in navigating through it.

4 **WALKTHROUGH OF APPARATUS**

The web platform has already undergone several iterations, including a qualitative usability study (n=10) and an extensive pilot study (n=42) [46]. Furthermore, the graphical style of the subgoal graphics embedded in the app has been validated in a short survey (n=38) that showed that participants mostly understood their meaning.

Under the hood, the platform implements an RCT where 50% of all participants will receive subgoal graphics in Part 1 and 3 (a condition we call SG) while the rest will only receive textual subgoals, without graphics (~SG). In Part 3, 15 exercises will have subgoals but three will be without subgoals for the first 10 minutes (we refer to these as "unscaffolded"), as a within-subjects factor. The participant can choose to do the tutorial in either Python or R - everything except syntax will be the same. In order to appeal to as many students as possible, it is technically possible to skip a part, but the app itself only explicitly recommends participants with previous data wrangling and programming experience to skip ahead to Part 3.

4.1 **Part 1**

To familiarize students with the operations, Part 1 is organized as a virtual deck of operation cards, as shown in Figure 3. Each card describes an operation, and the learner is instructed to click Next when they believe that they understood the operation. The sidebar taxonomy highlights the location of the current card’s operation.

As they browse through the cards, occasionally one or two data wrangling exercises will appear. An example is shown in Figure 3. These exercises have already been broken down into steps, with instructor-provided subgoal labels,
as well as subgoal graphics for those in the SG condition. Using drag-and-drop, the students are instructed to, for each subgoal, select the corresponding operation from the sidebar taxonomy (out of the operations covered via operation cards thus far). Upon dropping an operation tile into a subgoal’s drop zone, the user receives immediate feedback about its correctness. If correct, it will glow green with a success message. If incorrect, it will glow red and a hint will display. Only when all subgoals have been correctly matched with operations will the participant be able to proceed. There are 9 exercises in total.

4.2 Part 2

Part 2 features 10 programming exercises that are designed to teach complete novices programming fundamentals, including variables, data types, functions, basic indexing, logical conditions, and how to create vectors, matrices, and dataframes, as well as the previously described procedural skills. The solutions are mostly one-liners, and therefore do not feature subgoals or graphics. The taxonomy sidebar’s operations are no longer draggable, but instead act as links for accessing corresponding documentation entries. The documentation has been created specifically for the experiment, and only exposes the most necessary details of each operator or function. Every exercise is loaded with the relevant documentation entry already visible in the sidebar.

The programming takes place inside an interactive programming widget. The widget has one scripting area and one REPL area. As the learner types their solution into the scripting area, they have the option to run the program with or without submission tests. The submission tests check for certain variable names and their contents, and output informative messages such as “Did you correctly specify variable sums?” Upon a correct submission, a success message appears and the participant is allowed to progress to the next exercise.

---

1The widget makes use of the DataCamp Light React API https://github.com/datacamp/datacamp-datacamp-light
4.3 Part 3

Part 3 is the main part, and includes 18 data wrangling exercises, all of which require multiple (3-5) operations to be combined in a certain order. The exercises are of the toy dataset variety, since the focus is on imparting structural intuitions. In the sidebar pane a set of textual subgoal labels are visible, along with graphics in the SG condition (see Figure 4). The relevant documentation entry is no longer open by default - instead, the learner needs to deduce which operations are necessary, and proceed to look up the necessary syntax via the taxonomy. The submission tests work the same as before, with variable names suggested within the subgoal labels (e.g. "save to sums"). The learner is free to use another solution entirely, as long as the last variable contains the correct value.

4.3.1 Hints. Another feature of Part 3 is the availability of hints. Each subgoal is associated with three different hints. The first specifies where in the taxonomy to look for syntax, the second adds syntactic details, for example suggesting parameter values, and the final hint supplies the actual line of code corresponding to that subgoal. The hints are meant as a substitute for a human tutor, to prevent the user from getting completely stuck and dropping out due to frustration. The participants were instructed to use as few hints as possible.

4.3.2 Unscaffolded exercises. Three exercises (the same for all participants) spaced evenly within the exercise stack, are special in that they are designed to test learners’ ability to cope without any subgoals. For the first 10 minutes, the sidebar will only contain the documentation, after which the subgoals (and subgoal graphics for SG) will appear. The participant is made aware of this. These exercises were interleaved among the scaffolded exercises, and the same for everyone. In either case, the learner is free to proceed to the next exercise as soon as the submission is correct. We chose to remove subgoals for 10 minutes only in order to minimize the extent to which students were tested as opposed to trained, as we anticipated this would lead unmotivated students to drop out.

4.4 Metrics

Pedagogical interventions can be beneficial in multiple ways. For a fuller picture, we will investigate subgoal graphics with respect to three variables: time on task in seconds, the number of incorrect attempts before solving an exercise,
and the number of completed Part 3 exercises. We argue that both time on task and number of attempts are necessary, since a participant could be fast by being haphazard, or slow by being cautious. A higher number of completed exercises could indicate that the condition is more motivating and enjoyable. Additionally, we gather demographic data from a survey administered at the beginning, and subjective feedback from an evaluation form given at the end of each part. Finally, to indicate how helpful they were, the SG group has the options to give a thumbs-up, thumbs-down or thumbs-sideways rating (i.e. neutral) for an exercise’s subgoal graphics after completing the exercise.

### 4.5 Hypotheses

We hypothesize that subgoal graphics, compared with subgoal labels alone, are associated with:

- $H_{1.1}$: shorter total time on task in Part 1
- $H_{1.2}$: shorter total time on task in Part 3
- $H_{2.1}$: fewer incorrect attempts in Part 1
- $H_{2.2}$: fewer incorrect attempts in Part 3
- $H_{3.1}$: better progress in unscaffolded exercises in Part 3
- $H_{4.1}$: higher number of completed exercises in Part 3

These hypotheses were pre-registered at the Open Science Framework while data collection was still underway, and prior to any inspection of the data [44].

## 5 EXPERIMENTAL SETUP

### 5.1 Recruitment

Following ethics approval, the app was embedded into four courses. One was a scientific methods course open to students of any major, based at a UK research university and mostly composed of students without prior programming experience. Two courses, at a Pakistani research institution, were an introduction to quantitative reasoning module for non-majors with some procedural Python experience, and a sophomore CS class with more Python experience (but none in data wrangling). The fourth course was an introductory data science course aimed at teachers and based at a US university. We also advertised the tool at another introductory data science course at the UK university aimed at humanities students, as well as through a data science online community in Egypt, and a MOOC platform in Finland.

Although the app supports both Python and R, when advertised to a course, we asked participants to do it in Python, in order to remove language as a source of variance once we realized it was about the become the majority choice anyway.

### 5.2 Procedure

**Delivery mode.** In all instances, the study was taught completely online and asynchronously. Teachers in charge of the respective courses were given answer keys and, in the event of a participant getting completely stuck, were free to help them out over chat or teleconferencing software. Data relating to such external interactions were not collected.

**Randomization protocol.** Participants are automatically allocated to conditions based on the order in which they signed up, such that every second participant will receive subgoal graphics. This was to ensure balanced group sizes and that any recruited cohort is not oversampled in any group. Since the experiment was done remotely, we expect
participants to be blind to their assignment, though it is theoretically possible that participants show their sessions to each other and notice the lack of graphics.

**Reward.** To sign up, participants were asked to read through the consent form to give their informed consent, which was built into the app itself. Completion was non-credit bearing and participants were offered to have their data withdrawn from the research data set. Upon completing Part 3, every participant received an e-book containing a set of custom-made cheat sheets featuring all syntax covered by the taxonomy, which served as both a reward and to mitigate any differences in effect that could have resulted from the experimental manipulation. The students at the Pakistani university additionally received certificates as a token of gratitude and completion.

5.3 **Inactivity data**

We expected participants to be relatively distracted and intermittent in their app interactions, given its online and asynchronous nature. To control for this, we record the time spent in a different browser tab, logged out, or if a participant is inactive in terms of keystrokes and mouse movements for more than 60 seconds. For all time on task estimates that we use, such inactive time periods have already been subtracted as part of the data cleaning process.

6 **ANALYSIS**

6.1 **Demographic characteristics**

Out of 288 unique participants who engaged with at least one exercise in Part 1, 197 completed all Part 1 exercises (SG=100, ¬SG=97). 55% were male and 43% were female. In terms of degree choice, most studied CS (43%), but also common were biology (24%), chemistry (7%), engineering (5%), and economics (5%). The SG and ¬SG samples were had similar ratios in terms of gender, degree, and experience. Most students were from the UK science method course (34%), with 30% from the courses at the Pakistani institute, and 6% from the US data science course. 19% were unspecified guests.

It Part 3, the demographic composition is slightly different, since students could drop out prior to it, or optionally skip Part 1. Out of 204 participants who completed at least one Part 3 exercise, only 88 completed all 18 exercises. However, by excluding the last eight exercises, this number is increased to 134 (SG=66, ¬SG=68). This decision served to boost our sample size, at the cost of data loss with respect to exercises. This was a minor departure from our pre-registered protocol. Participants who completed at least 10 Part 3 exercises were 58% male, 39% female. 93% solved the exercises in Python. The most common majors were again CS (61%), biology (13%), chemistry (4%), and engineering (4%). CS-students, therefore, appear to be somewhat more likely to complete the tutorial. This might be because, already possessing a programming background, they are less likely to be overwhelmed by the content. However, we could partially rule out any attrition biases relating to experienced programmers being more likely to persist, since self-reported experience (in Python, R, and Excel) among those who started versus those who completed it were similar. Ratings for Excel were clustered around 3 (Beginner’s level), ratings for Python were near uniformly distributed between 1 (None at all) and 4 (Intermediate), while ratings for R were mostly 1.

6.2 **Part 1**

We expect participants in the graphical condition to take less time to solve the exercises (H1.1), and submit fewer attempts before getting their solution right (H2.1). To put all participants on equal footing, only those who solved all Part 1 exercises were included in our analysis.
6.2.1 Time on task. Times on tasks - recorded in seconds from the moment the exercise is presented up until a correct answer is submitted - are summed together across all exercises. The distributions do not indicate an effect (Figure 5a). The graphical condition exhibits a lower median time on task (N=100, 1432s, IQR=1007) compared with the control (N=97, 1438s, IQR=940), but only by 6 seconds. A two-tailed Wilcoxon rank sum test did not reveal a significant difference (W=5110, p=0.52). The null hypothesis for H1.1 cannot be rejected.

6.2.2 Number of attempts. All incorrect attempts are summed across the 9 exercises. The distributions, shown in Figure 5b, are positively skewed (likely a result of the lower, non-negative boundary) and do not indicate a discernible separation. No outliers were excluded. In line with our hypothesis, the SG group on average makes 7 fewer attempts (N=100, median=32, IQR=60.5) than -SG (N=97, median=39, IQR=55). A two-tailed Mann-Whitney U test did not reveal a significant difference (U=5286, p=0.28). The null hypothesis for H2.1 cannot be rejected.

6.3 Part 3

In Part 3, it was hypothesized that participants in the graphical condition persist for longer (H4.1), take shorter time (H1.2) and fewer attempts to complete the exercises (H2.2). Again, only complete observations were included for analysis (N=134).

6.3.1 Number of exercises completed. To explore whether participants in the experimental group persist for longer (H4.1), we plotted the distribution of completion data (Figure 6). The plot suggests that the control group (~SG) drop
out in greater numbers just before the finishing lines, and that the SG group is over-represented among those who complete the set. In terms of median, SG complete 18 exercises (N=101, IQR=12) whereas ¬SG complete 16 (N=103, IQR=11.5). A two-tailed Mann-Whitney U test did not reveal this to be significant (U = 4768.5, p=0.28).

6.3.2 Time on task. Times on task were summed for all 12 scaffolded exercises, the results of which are plotted in Figure 5c. The descriptive data contradict the hypothesis, as the median duration is shorter for those in the graphical condition (N=66, median=3376s, IQR=2528s) compared with those without (N=68, median=3558s, IQR=3184s). This does not emerge as significant from a Mann-Whitney U test (U=2263, p=0.93). The null hypothesis of H1.2 cannot be rejected.

6.3.3 Number of attempts. When a participant clicks "Run" or "Submit" within the programming widget, it is registered as an attempt. The result is seen in Figure 5d. Participants in the graphical condition record more attempts (N=66, median=19.5, IQR=23.5) than the control (N=68, median=18, IQR=20.5). These are not significant in a Mann-Whitney U test (U=2103.5, p=0.53). The null hypothesis of H2.2 cannot be rejected.

6.3.4 Performance in exercises without subgoals. Recall that for 3 exercises out of the 18, neither SG nor ¬SG had any subgoals (or graphics) available to them for the first 10 minutes. This was to measure performance in "unscaffolded" circumstances. Since we are restricted to complete data, the sample size is 88 and no longer balanced (SG=52, ¬SG=36). In hypothesis H3.1, we predicted that the SG group would solve more subgoals within the first 10 minutes. We measure this by gathering all participants’ code attempts in the first 10 minutes, and checking for syntax tokens and function names that indicate that the participant has identified the correct operation. This measure has a maximum of 10 points. We find these to have a skew towards the upper bound (Figure 7). The subgoal graphic group solved the same number of subgoals (N=52, median=8, IQR=5) than the control (N=36, median=8, IQR=2.25).

6.4 Subjective metrics

6.4.1 Evaluation form data. At the end of each part, participants are given an evaluation form with 5-point Likert-scale items that asks them how concentrated and motivated they felt during the part, and how effortful, enjoyable, and worthwhile they felt the task to be. A score of 1 indicated "Not at all" and a score of 5 indicated "Very much". The results of these surveys for both Part 1 and 3 are summarized in 9. No strong group differences are discernible, though in Part 3, it is worth noting that the ¬SG, a bigger proportion found the task very effortful and fewer found it very worthwhile.

The same surveys also asked participants about how helpful they found the subgoals (see Figure 8a) and subgoal graphics (see Figure 8b). Only SG participants were asked about the graphics. Emerging from the histograms is a heavy
skew where most people (across both groups and parts) give it a rating of 5. The dominance of 5 is bigger in Part 3, where a majority found both subgoals and subgoal graphics very helpful.

6.4.2 Individual graphic ratings. Another source of evidence could be derived from the SG group’s submission of subgoal graphic ratings. 17 participants submitted ratings for at least one exercise’s subgoals. From exercises with at least one non-empty rating (N=985), 93% of all subgoal graphic ratings were positive and 2.6% negative.

7 DISCUSSION

Based on our literature review, we reasoned that subgoal graphics could improve the efficiency and efficacy with which novices learn problem decomposition in data wrangling tasks. Specifically, we predicted these benefits would manifest through shorter times on task and fewer incorrect attempts, in both non-programmatic and programmatic tasks, and better progress in unscaffolded programming exercises. The data did not show significant results for these hypotheses, and we are therefore unable to reject the possibility that subgoal graphics lack measurable performance benefits.

While disappointing, the lack of positive results should be interpreted in the context of the true discovery rate in educational research. A recent meta-review by Lortie-Forgues & Inglis of large-scale educational RCTs [29] suggests that their average effect size is around 0.06 SDs. Meanwhile Cheung & Slavin found that larger sample sizes and randomized designs tend to have smaller effect sizes [9]. While not exactly ‘large-scale’, our study presented a reasonably sized, pre-registered RCT: this degree of rigor means that falsely positive results are less likely, and therefore that positive
effects in general are harder to obtain. Expectations should be adjusted accordingly, and not based on the positivity rate in the literature, which would over-estimate the prevalence of true educational effects [39].

If we interpret the results as true negatives, one possibility is that there are interactions at play, for example an expertise reversal effect [41], where the efficacy is moderated by the learner’s prior expertise. Our participants included complete novices, students with some programming experience, and CS2 students, and any such interactions could have obscured a true effect. We did not deem the sample large enough to justify an interaction analysis, however we do believe it merits investigation in a more high-powered study.

One possibility is that the graphics themselves were unclear, such that subgoal graphics in principle could be helpful, but that our particular implementation of this idea was not. We do not find this plausible, given the graphic validation study we conducted previously, although that study recruited mostly participants with prior data science experience. However, we also obtained positive valuations of the graphics in this study, via the individual subgoal graphic ratings and the evaluation survey data reported here. We also do not think that lack of training, as Petre & Green [38] suggested would be necessary, is a problem, since Part 1 serves this training role.

What we instead offer as the most plausible explanation for the lack of effects is the distal nature of the dependent variables. Time on task and number of attempts depend on many factors, and compared with more theory-proximal variables such as “data wrangling plan comprehension” or “decomposition ability”, the effect of graphics may be too diluted to measurably impact performance. It is also possible that the graphics were not paid attention to as much as
we presumed. Further analysis is needed to establish how often learners interacted with the graphics, and whether the graphics were ignored or not.

In the evaluation data, subgoal graphics were perceived to be very helpful by a plurality of the participants in Part 1, and a majority in Part 3. Demand characteristics may explain this partially, as a participant is unlikely to rate a pedagogical feature as directly unhelpful, but it is notable how perceived helpfulness contrasts with the lack of measurable helpfulness. This suggests a failure of meta-comprehension accuracy, where instructional features lead to an illusion of understanding [24, 53]. On the other hand, the perceived helpfulness could be intrinsically useful and serve a motivational role, for example helping people persist in their learning.

7.1 Threats to validity

The study has a number of methodological strengths, such as being randomized and controlled. Some aspects are both a strength and liability: the heterogeneous and multi-institutional sample was necessary for an adequate sample size and serves to boost its ecological validity, but this also inflated the variance in the data. Although we are primarily concerned with addressing the demand for data wrangling instruction among non-majors, it is the case that about half of our sample were CS majors, which attenuates the extent to which our findings can be generalized to our target audience. Since completion of the study was not directly credit-bearing, we also expect self-selection to play a part.

We also may have been overly cautious in not subjecting participants to too much testing, for fear of them dropping out. It is possible that if subgoals were completely removed from the unscaffolded exercises (rather than just for the first 10 minutes), there would have been a bigger effect.

There are also more subtle caveats to be aware of. For example, we operationalized performance through time on task and number of attempts before arriving at the correct solution. Given that participants were not penalized for taking time, using hints or making many attempts (through, for example, a reward system), they were free to pursue different strategies. Some may have used hints liberally or opted for a haphazard, trial-and-error-driven approach that is quick and with many attempts, others may have consciously tried to reduce their number of attempts, thus taking a longer time. This probably added variance to our data, and theoretically could be mitigated through gamification.

7.2 Future work

The null results leave open the possibility of interactions; in the future, we wish to recruit enough novices and prior programmers to conduct an interaction study. Additional measurements that could be introduced include the long-term retention of data skills and a more objective measure of prior experience, also encompassing their experience in databases and functional programming.

The methodology itself could serve as a useful template for future studies. By being both layered (in difficulty level) and self-contained (with minimal pre-requisites), the course could easily be slotted into a variety of data analytical courses around the world. We recommend that CS education researchers investigate whether their programming-related research question could be answered in a data wrangling context, or whether their findings transfer to them, since this opens up a far greater population of potential recruits and beneficiaries compared with CS-specific ones.

8 CONCLUSION

Previous research on subgoal labels and the inherent visualizability of data wrangling led us to explore the use of subgoal graphics in an e-learning experiment. We found that most participants perceive the subgoals and the subgoal graphics to be very helpful, which could serve to motivate students to complete the exercises. Indeed, among those
who completed all exercises, participants in the graphical condition were over-represented. However, we did not find any statistical differences between the times of task, attempt totals, or completion rates. It is possible that subgoal graphics do not carry further pedagogical benefits, but future research needs to ascertain whether this null result is due to interactions with prior expertise or the choice of dependent variables.
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